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Preface to ”ROBOTS, A.I. AND THE FUTURE OF
LAW AND SOCIETY.Teresa Da Cunha Lopes
(Coord.)”

This book deals with several issues and problems within the field of Robotics, Artificial

Intelligence and Law. In fact, it attempts to address the “dangerous liaisons“between them and their

implications for modern Societies. Its structure is designed to function as a work and consultation tool

for the students of the Master of Law of the UMSNH in the seminars on Law and New Technologies

and Robots, A.I, Human Rights and Transhumanism.

We are currently witnessing a revolution in production systems that comes as a consequence

of the massification of automation and of the presence of autonomous robots and AI (artificial

intelligence) in all productive sectors, in the field of war and security, and at all social levels.

The distinctive technological changes of the knowledge society and of the 4th globalization, not

only affect the redefinition of business organizational models for competitiveness in the market; They

also transform the behavior of individuals, their work relationships, the role of the State as regulator

and the world of work, but also pose bio-legal problems on the definition of the boundaries between

the human and the machine (transhumanism).

Consequently, it is necessary and urgent to open an ethical-legal debate on issues as important

as the legal personality of robots with artificial intelligence to respond to the regulatory challenges

of an already present future, given that current legal frameworks are not prepared. to give a direct

answer to new technological contexts and their rapid penetration into our societies.

However, the distinctive technological changes of societies and the knowledge economy,”not

only affect the ways of producing mass consumer goods and the redefinition of business

organizational models for market competitiveness; they also transform the behavior of individuals,

their work relationships, the role of the State as regulator and the world of work as a whole”(Da

Cunha Lopes et Alli: 2013).

Of course, these developments raise questions. The consequences in employment are worrying,

those of legal responsibility in case of error seem to have no answer. Not to mention the protection

of privacy against these robots capable of seeing everything, listening to everything, predicting

everything (or almost), and sending the data collected on the servers of companies that we do not

always know what they are going to do.

Faced with this massification of robots and intelligent algorithms among us, the individual asks

himself questions: Is the human being threatened by technology? Can the machine master it? Where

does the cyborg end and the transhuman begin?

.

Therefore, we need to exercise robots to accurately identify and assess the ethical aspects of a

given situation (such as the existence of potential benefits or harm to a human being). Consequently,

we need to instill in machines the duty to act appropriately (that is, to maximize those benefits and

minimize those damages). That it is urgent to place ethical questions that will have to be inscribed

in the code of the machines, but it is also urgent to design a legal architecture that frames the

complex problems of responsibility. This involves a reflection on the general question of the “legal

personality“of robots with Artificial Intelligence and by specific proposals for jurisdification or the

expansion of the concept of “personhood”.

It is also necessary, given the new challenges imposed by this changing reality, to highlight the

vii



importance of revaluing ethical principles, as foundations of the legal system, in solving problems, of

which the values shared by society with constitutional support appear with their potential to allow

a technical and instrumental solution in creating the legitimacy of behaviors within the scope of

artificial intelligence systems.

Finally, it is the purpose of this book to build an overview of current debates in the fields

of Robotics, of the A.I. and of a Law for the XXI century. Artificial intelligence (AI) (artificial

intelligences) is at the center of an intense institutional reflection, the objective of which is to identify

the principles that would protect people from the potentially negative effects of the development

of these technologies. In recent years, several institutions have investigated the issue of the legal

framework for this technological development, perceived as a need to adapt the legislation. In fact,

this reflection questions the categories and traditional legal mechanisms. However, this is not the first

time that the law has faced the reception of a completely new technique or practice, and it may be

interesting to review the way in which previous developments have been received to learn.

Teresa Da Cunha Lopes

viii



  information

Review

Roboethics: Fundamental Concepts and
Future Prospects

Spyros G. Tzafestas ID

School of Electrical and Computer Engineering, National Technical University of Athens, Zographou,
GR 15773 Athens, Greece; tzafesta@cs.ntua.gr

Received: 31 May 2018; Accepted: 13 June 2018; Published: 20 June 2018

Abstract: Many recent studies (e.g., IFR: International Federation of Robotics, 2016) predict that the
number of robots (industrial, service/social, intelligent/autonomous) will increase enormously in the
future. Robots are directly involved in human life. Industrial robots, household robots, medical robots,
assistive robots, sociable/entertainment robots, and war robots all play important roles in human life
and raise crucial ethical problems for our society. The purpose of this paper is to provide an overview
of the fundamental concepts of robot ethics (roboethics) and some future prospects of robots and
roboethics, as an introduction to the present Special Issue of the journal Information on “Roboethics”.
We start with the question of what roboethics is, as well as a discussion of the methodologies of
roboethics, including a brief look at the branches and theories of ethics in general. Then, we outline
the major branches of roboethics, namely: medical roboethics, assistive roboethics, sociorobot ethics,
war roboethics, autonomous car ethics, and cyborg ethics. Finally, we present the prospects for the
future of robotics and roboethics.

Keywords: ethics; roboethics; technoethics; robot morality; sociotechnical system; ethical liability;
assistive roboethics; medical roboethics; sociorobot ethics; war roboethics; cyborg ethics

1. Introduction

All of us should think about the ethics of the work/actions we select to do or the work/actions
we choose not to do. This includes the work/actions performed through robots which, nowadays,
strongly affect our lives. It is true that as technology progresses, the function of robots is upgrading
from that of a pure tool to a sociable being. As a result of this social involvement of present-day robots,
in many cases the associated social practices are likely to change. The question is how to control
the direction in which this will be done, especially from an ethics point of view. Many scholars in
the fields of intelligent systems, artificial intelligence, and robotics anticipate that in the near future
there will be a strong influence of cultural and societal values and norms on the development of
robotics, and conversely an influence of robot cultural values on human beings [1]. This means that
social and cultural factors (norms, morals, beliefs, etc.) affect the design, operation, application, use,
and evaluation of robots and other technologies. Overall, the symbiosis of humans and robots will
reach higher levels of integration and understanding.

Roboethics is a fundamental requirement for assuring a sustainable, ethical, and profitable
human-robot symbiosis. Roboethics belongs to technoethics, which was initiated by Jose Maria
Galvan via his talk about the “ethical dimension of technology” in the Workshop on “Humanoids:
A Techno-ontological Approach” (IEEE Robotics and Automation Conference on Humanoid Robots,
Waseda University, 2001) [2]. Today, there are many books, conference proceedings, and journal Special
Issues on roboethics (e.g., [3–13]).
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Three influential events on roboethics that took place in the initial period of the field are:

• 2004: First Roboethics International Symposium (Sanremo, Italy).
• 2005: IEEE Robotics and Automation Society Roboethics Workshop: ICRA 2005 (Barcelona, Spain).
• 2006: Roboethics Minisymposium: IEEE BioRob 2006—Biomedical Robotics and Biomechatronics

Conference (Pisa, Italy).

Other conferences on roboethics, or involving workshops or tracks on roboethics, held in the
period of 2006–2018 include:

• 2006: ETHICBOTS European Project International Workshop on Ethics of Human Interaction with
Robotic, Bionic, and AI Systems Concepts and Policies (Naples, October 2006).

• 2007: ICRA: IEEE R&A International Conference: Workshop on Roboethics: IEEE Robotics and
Automation Society Technical Committee (RAS TC) on Roboethics (Rome, Italy).

• 2007: ICAIL 2007: International Conference on Artificial Intelligence and Law (Palo Alto, USA,
4–6 June 2007).

• 2007: CEPE 2007: International Symposium on Computer Ethics Philosophical Enquiry
(Topic Roboethics) (San Diego, USA, 12–14 July 2007).

• 2009: ICRA: IEEE R&A International Conference on Robotics and Automation: Workshop on
Roboethics: IEEE RAS TC on Roboethics (Kobe, Japan, 2009).

• 2012: We Robot, University of Miami, FL, USA.
• 2013: International Workshop on Robot Ethics, University of Sheffield (February 2013).
• 2016: AAAI/Stanford Spring Symposium on Ethical and Moral Considerations in Non-Human

Agents.
• 2016: International Research Conference on Robophilosophy (Main Topic Roboethics),

Aarhus University (17–21 October 2016).
• 2018: International Conference on Robophilosophy: Envisioning Robots and Society (Main Topic

Roboethics) (Vienna University, 14–17 February 2018).

In 2004 (25 February), the Fukuoka World Robot Declaration was issued (Fukuoka, Japan),
which included the following statement [14]:

“Confident of the future development of robot technology and of the numerous contributions
that robots will make to Humankind, this World Robot Declaration is Expectations for
next-generation robots: (a) next-generation robots will be partners that co-exist with
human beings; (b) next-generation robots will assist human beings both physically and
psychologically; (c) next-generation robots will contribute to the realization of a safe and
peaceful society”.

Clearly, this declaration tacitly promises that next-generation robots will be designed and used in
an ethical way for the benefit of human society.

An important contributor for the progress and impact of robotics of the future is the European
Robotics Research Network (EURON), which aims to promote excellence in robotics by creating
resources and disseminating/exchanging existing knowledge [14]. A major achievement of EURON is
the creation of a “Robotics Research Roadmap” that identifies and clarifies opportunities for developing
and exploiting advanced robot technology over a 20-year time frame in the future. A second product
of EURON is the “Roboethics Atelier”, a project funded and launched in 2005, with the goal to
draw the first “Roboethics Roadmap”. By now, this roadmap has embodied contributions of a large
number of scholars in the fields of sciences, technology, and humanities. The initial target of the
“Roboethics Roadmap” was the ethics of robot designers, manufacturers, and users.

It is emphasized that for roboethics to be assured, the joint commitment of experts of different
disciplines (electrical/mechanical/computer engineers, control/robotics/automation engineers,
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psychologists, cognitive scientists, artificial intelligence scientists, philosophers/ethicists, etc.) to
design ethics-based robots, and adapt the legislation to the issues (technological, ethical) that arise
from the continuous advances and achievements of robotics, is required.

The purpose of this paper is to present the fundamental concepts of roboethics (robot ethics) and
discuss some future perspectives of robots and roboethics. The structure of the paper is as follows:

• Section 2 analyzes the essential question: What is roboethics?
• Section 3 presents roboethics methodologies, starting with a brief review of ethics branches

and theories.
• Section 4 outlines the roboethics branches, namely: medical roboethics, assistive roboethics,

sociorobot ethics, war roboethics, autonomous car ethics, and cyborg ethics.
• Section 5 discusses some prospects for the future of robotics and roboethics.
• Section 6 gives the conclusions.

2. What Is Roboethics?

Roboethics is a modern interdisciplinary research field lying at the intersection of applied ethics
and robotics, which studies and attempts to understand and regulate the ethical implications and
consequences of robotics technology, particularly of intelligent/autonomous robots, in our society.
The primary objective of roboethics is to motivate the moral design, development, and use of robots for
the benefit of humanity [5]. The term roboethics (for robot ethics) was coined by Gianmarco Verrugio,
who defines the field in the following way [2]:

“Roboethics is an applied ethics whose objective is to develop scientific/cultural/technical
tools that can be shared by different social groups and beliefs. These tools aim to promote
and encourage the development of robotics for the advancement of human society and
individuals, and to help preventing its misuse against humankind”.

To embrace a wide range of robots and potential robotic applications, Veruggio classified
roboethics in three levels as follows [2]:

• Level 1: Roboethics—This level is intrisically referred to philosophical issues, humanities,
and social sciences.

• Level 2: Robot Ethics—This level refers mainly to science and technology.
• Level 3: Robot’s Ethics—This level mostly concerns science fiction, but it opens a wide spectrum

of future contributions in the robot’s ethics field.

The basic problems faced by roboethics are: the dual use of robots (robots can be used or
misused), the anthropomorphization of robots (from the Greek words άνθ̺ωπoς (anthropos) = human,
and µo̺φή (morphe) = shape), the humanization (human-friendly making) of human-robot symbiosis,
the reduction of the socio-technological gap, and the effect of robotics on the fair distribution of wealth
and power [1,2]. During the last three or four decades, many scholars working in a variety of disciplines
(robotics, computer science, information technology, automation, philosophy, law, psychology, etc.)
have attempted to address the pressing ethical questions about creating and using robotic technology
in society. Many areas of robotics are impacted, particularly those where robots interact directly with
humans (assistive robots, elder care robots, sociable robots, entertainment robots, etc.). The area of
robotics which raises the most crucial ethical concerns is the area of military/war robots, especially
autonomous lethal robots [3,7,15]. Several prominent robotics researchers and professionals began
visibly working on the problem of making robots ethical. There are also many computer and artificial
intelligence scholars who have argued that robots and AI will one day take over the world. However,
many others, e.g., Roger K. Moore, say that this is not going to happen. According to him the problem
is not the robots taking over the world, but that some people want to pretend that robots are responsible
for themselves [16]. He says: “In fact, robots belong to us. People, companies, and governments

3
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build, own, and program robots. Whoever owns and operates a robot is responsible for what he
does”. Actually, roboethics has several common problems with computer ethics, information ethics,
automation ethics, and bioethics.

According to Peter M. Asaro [17], the three fundamental questions of roboethics are the following:

1. “How might humans act ethically through, or with, robots?
2. How can we design robots to act ethically? Or, can robots be truly moral agents?
3. How can we explain the ethical relationships between human and robots?”

In question 1, it is humans that are the ethical agents. In question 2, it is robots that are the ethical
beings. Sub-questions of question 3 include the following [5]:

• “Is it ethical to create artificial moral agents and ethical robots?
• Is it unethical not to design mental/intelligent robots that possess ethical reasoning abilities?
• Is it ethical to make robotic nurses or soldiers?
• What is the proper treatment of robots by humans, and how should robots treat people?
• Should robots have rights?
• Should moral/ethical robots have new legal status?”

Very broadly, scientists and engineers look at robotics in the following ways [5,11]:

• Robots are mere machines (albeit, very useful and sophisticated machines).
• Robots raise intrinsic ethical concerns along different human and technological dimensions.
• Robots can be conceived as moral agents, not necessarily possessing free will mental states,

emotions, or responsibility.
• Robots can be regarded as moral patients, i.e., beings deserving of at least some

moral consideration.

To formulate a sound framework of roboethics, all of the above questions/aspects (at minimum)
must be properly addressed. Now, since humans and robots constitute a whole sociotechnical system,
it is not sufficient to concentrate on the ethical performance of individual humans and robots, but the
entire assembly of humans and robots must be considered, as dictated by system and cybernetics
theory [5,18]. The primary concern of roboethics is to assure that a robot or any other machine/artifact
is not doing harm, and only secondarily to specify the moral status of robots, resolve human ethical
dilemmas, or study ethical theories. This is because as robots become more sophisticated, intelligent,
and autonomous it will become more necessary to develop more advanced robot safety control
measures and systems to prevent the most critical dangers and potential harms. Of course it should be
remarked here that the dangers for robots do not differ from the dangers of other artifacts, such as
factories, chemical processes, automatic control systems, weapons, etc. At minimum, moral/ethical
robots need to have: (i) the ability to predict the results of their own actions or inactions; (ii) a set of
ethical rules against which to evaluate each possible action/consequence; and (iii) a mechanism for
selecting the most ethical action.

Roboethics involves three levels, namely [11]:

1. The ethical theory or theories adopted.
2. The code of ethics embedded into the robot (machine ethics).
3. The subjective morality resulting from the autonomous selection of ethical action(s) by a robot

equipped with a conscience.

The three primary views of scientists and engineers about roboethics are the following [5,19]:

• Not interested in roboethics: These scholars say that the work of robot designers is purely technical
and does not imply an ethical or social responsibility for them.
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• Interested in short-term robot ethical issues: This view is advocated by those who adopt
some social or ethical responsibility, by considering ethical behavior in terms of good or bad,
and short-term impact.

• Interested in long-term robot ethical issues: Robotics scientists advocating this view express their
robotic ethical concern in terms of global, long-term impact and aspects.

Some questions that have to be addressed in the framework of roboethics are [5]:

• Is ethics applied to robots an issue for the individual scholar or practitioner, the user, or a
third party?

• What is the role that robots could have in our future life?
• How much could ethics be embedded into robots?
• How ethical is it to program robots to follow ethical codes?
• Which type of ethical codes are correct for robots?
• If a robot causes harm, is it responsible for this outcome or not? If not, who or what is responsible?
• Who is responsible for actions performed by human-robot hybrid beings?
• Is the need to embed autonomy in a robot contradictory to the need to embed ethics in it?
• What types of robots, if any, should not be designed? Why?
• How do robots determine what is the correct description of an action?
• If there are multiple rules, how do robots deal with conflicting rules?
• Are there any risks to creating emotional bonds with robots?

3. Roboethics Methodologies

Roboethics methodologies are developed adopting particular ethics theories. Therefore, before
discussing these methodologies, it is helpful to have a quick look at the branches and theories of ethics.

3.1. Ethics Branches

Ethics involves the following branches [5] (Figure 1):

• Meta-ethics. The study of concepts, judgements, and moral reasoning (i.e., what is the nature of
morality in general, and what justifies moral judgements? What does right mean?).

• Normative (prescriptive) ethics. The elaboration of norms prescribing what is right or wrong,
what must be done or what must not (What makes an action morally acceptable? Or what are the
requirements for a human to live well? How shoud we act? What ought to be the case?).

• Applied ethics. The ethics branch which examines how ethics theories can be applied to specific
problems/applications of actual life (technological, environmental, biological, professional,
public sector, business ethics, etc., and how people take ethical knoweledge and put it in practice).
Applied ethics is actually contrasted with theoretical ethics.

• Descriptive ethics. The empirical study of people’s moral beliefs, and the question: What is
the case?

5
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Figure 1. Branches of ethics. Source: https://commons.wikimedia.org/wiki (/File:Ethics-en.svg).

3.2. Ethics Theories

Principal ethics theories are the following [5]:

• Virtue theory (Aristotle). The theory grounded on the notion of virtue, which is specified as
what character a person needs to live well. This means that in virtue ethics the moral evaluation
focuses on the inherent character of a person rather than on specific actions.

• Deontological theory (Kant). The theory that focuses on the principles upon which the actions
are based, rather than on the results of actions. In other words, moral evaluation carries on
the actions according to imperative norms and duties. Therefore, to act rightly one must be
motivated by proper universal deontological principles that treat everyone with respect (“respect
for persons theory”).

• Utilitarian theory (Mill). A theory belonging to the consequentialism ethics which is
“teleological”, aiming at some final outcome and evaluating the morality of actions toward
this desired outcome. Actually, utilitarianism measures morality based on the optimization of
“net expected utility” for all persons that are affected by an action or decision. The fundamental
principle of utilitarianism says: “Actions are moral to the extent that they are oriented towards
promoting the best long-term interests (greatest good) for every one concerned”. The issue here is
what the concept of greatest good means. The Aristotelian meaning of greatest good is well-being
(pleasure or happiness).

Other ethics theories include value-based theory, justice as fairness theory, and case-based
theory [5]. In real-life situations it is sometimes more effective to combine ethical rules of more
than one ethics theory. This is so because in a dynamic world it is very difficult and even impossible to
cover every possible situation by the principles and rules of a unique ethics theory.

3.3. Roboethics Methodologies

Roboethics has two basic methodologies: top-down methodology and bottom-up
methodology [5,20,21].

• Top-down roboethics methodology. In this methodology, the rules of the desired ethical behavior
of the robot are programmed and embodied in the robot system. The ethical rules can be

6
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formulated according to the deontological or the utilitarian theory or other ethics theories.
The question here is: which theory is the most appropriate in each case? Top-down methodogy in
ethics was originated from several areas including philosophy, religion, and literature. In control
and automation sytems design, the top-down approach means to analyze or decompose a task
in simpler sub-tasks that can be hierarchically arranged and performed to achieve a desired
output orproduct. In the ethical sense, following the top-down methdology means to select
an antecedently specified ethical theory and obtain its implications for particular situations.
In practice, robots should combine both meanings of the top-down concept (control systems
meaning and ethical systems meaning).

Deontological roboethics: The first deontological robotic ethical system was proposed by
Asimov [22] and involves the following rules, which are known as Asimov’s Laws [5,22]:

• “Law 1: A robot may not injure a human being or, through inaction allow a human being to come
to harm.

• Law 2: A robot must obey orders it receives from human beings except when such orders conflict
with Law 1.

• Law 3: A robot must protect its own existence as long as such protection does not conflict with
Laws 1 and 2.”

Later, Asimov added a law which he called Law Zero, since it has a higher importance than
Laws 1 through 3. This law states:

• “Law 0: No robot may harm humanity or through inaction allow humanity to come to harm.”

Asimov’s laws are human-centered (anthropocentric) since they consider the role of robots in
human service. Actually, these laws assume that robots have sufficient intelligence (perception,
cognition) to make moral decisions using the rules in all situations, irrespective of their complexity.

Over the years several multi-rule deontological systems have been proposed, e.g., [23,24].
Their conflict problem is faced by treating them as dictating prima facie duties [25].

In Reference [25], it is argued that for a robot to be ethically correct the following conditions
(desiderata) must be satisfied [5]:

• “Robots only take permissible actions.
• All relevant actions that are obligatory for robots are actually performed by them, subject to ties

and conflicts among available actions.
• All permissible (or obligatory or forbidden) actions can be proved by the robot (and in some cases,

associated systems, e.g., oversight systems) to be permisible (or obligatory or forbidden), and all
such proofs can be explained in ordinary English”.

The above ethical system can be implemented in top-down fashion.
Consequentialist roboethics: As seen above, the morality of an action is evaluated on the basis of

its consequences. The best current moral action is the action that leads to the best future consequences.
A robot can reason and act along the consequentialist/utilitarian ethics theory if it is capable to [5]:

• “Describe every situation in the world.
• Produce alternative actions.
• Predict the situation(s) which would be the outcome of taking an action given the present situation.
• Evaluate a situation in terms of its goodness or utility.”

The crucial issues here are how “goodness” is defined, and what optimization criterion is selected
for evaluating situations.

7



Information 2018, 9, 148

• Bottom-up roboethics methodology. This methodology assumes that the robots possess adequate
computational and artificial intelligence capabilites to adapt themselves to different contexts so as
to be capable to learn, starting from perception of the world, and then perform the planning of
the actions based on sensory data, and finally execute the action [26]. In this methodology, the use
of any prior knowledge is only for the purpose of specifying the task to be performed, and not for
specifying a control architecture or implementation technique. A detailed discussion of bottom-up
and top-down roboethics approaches is provided in Reference [26]. Actually, for a robot to be an
ethical learning robot both top-down and bottom-up approaches are needed (i.e., the robot should
follow a suitable hybrid approach). Typically, the robot builds its morality through developmental
learning similar to the way children develop their conscience. Full discussions of top-down and
bottom-up roboethics methodologies can be found in References [20,21].

The morality of robots can be classified into one of three levels [5,21]:

• Operational morality (moral responsibility lies entirely in the robot designer and user).
• Functional morality (the robot has the ability to make moral judgments without top-down

instructions from humans, and the robot designers can no longer predict the robot’s actions and
their consequences).

• Full morality (the robot is so intelligent that it fully autonomously chooses its actions,
thereby being fully responsible for them).

As seen in Figure 2, increasing the robot’s autonomy and ethical sensitivity increases the robot’s
level of moral agency.








Όρκος του Ιπποκράτη









Figure 2. Levels of robot morality (operational, functional, full) embedded in the robot autonomy vs.
ethical sensitivity plane. Source: www.wonderfulengineering.com/future-robots-will-have-moral-
and-ethical-sense.

4. Roboethics Branches

In the following we will outline the following roboethics branches:

• Medical roboethics.
• Assistive roboethics.
• Sociorobot ethics.
• War roboethics.
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• Autonomous car ethics.
• Cyborg ethics.

4.1. Medical Roboethics

Medical roboethics (ethics of medical robots or health care robots) uses the principles of medical
ethics and roboethics [5,27,28]. The fundamental area of medical robotics is the area of robotic
surgery, which finds increasing use in modern surgery. Robotic surgery has excessive cost. Therefore,
the question that immediately rises is [5]: “Given that there is marginal benefit from using robots,
is it ethical to impose financial burden on patients or the medical system?”. The critical issue in
medical ethics is that the subject of health care and medicine refers to human health, life, and death.
Medical ethics deals with ethical norms for the medical or health care practice, or how it must be
done. Medical ethics was initiated in ancient Greece by Hippocrates, who formulated the well-known
Hippocratic Oath (΄Ο̺κoς τoυ Iππoκ̺άτη, in Greek) [29].

The principles of medical ethics are based on the general theories of ethics (justice as fairness,
deontological, utilitarian, case-based theory), and the fundamental practical moral principles
(keep promises, do not interfere with the lives of others unless they request this form of
help, etc.) [23,28].

According to the well-known Georgetown Mantra (or six-part medical ethics approach) [30],
all medical ethical decisions should involve at least the following principles [7,30]:

• “Autonomy: The patients have the right to accept or refuse a treatment.
• Beneficence: The doctor should act in the best interest of the patient.
• Non-maleficence: The doctor/practitioner should aim “first not to do harm”.
• Justice: The distribution of scarce health resources and the decision of who gets what treatment

should be just.
• Truthfulness: The patient shoud not be lied to and has the right to know the whole truth.
• Dignity: The patient has the right to dignity”.

An authoritative code of ethics is the AMA (American Medical Association) code [31].
Robotic surgery ethics is a sub-area of applied medical ethics, and involves at minimum the

above Georgetown Mentra Principles. Medical treatment of any form should be ethical. However,
a legal treatment may not be ethical. The legislation provides the minimum law standard for people’s
performance. The ethical standards are specified by the principles of ethics and, in the context of
licenced professionals (robotics engineers, information engineers, medical doctors, managers, etc.),
are provided by the accepted code of ethics of each profession [32,33].

Injury law places on all individuals a duty of reasonable care to others, and determines this
duty based on how “a reasonable/rational person” in the same situation would act. If a person
(doctor, surgeon, car driver) causes injury to another, because of unreasonable action, then the law
imposes liability on the unreasonable person. A scenario concerning the case of injuring a patient
in robotic surgery is discussed in Reference [5]. Figure 3 shows a snapshot of the DaVinci robot and
its accessories.

A branch of medicine which needs specialized ethical and law considerations is the branch
of telemedicine (especially across geographical and political boundaries). Telecare from different
countries should obey the standard ethics rules of medicine, e.g., the rules of confidentiality and
equipment reliability, while it may reduce the migration of specialists. Confidentiality is at risk
because of the possibility of overhearing. Here, the prevention of carelessness in the copying
of communications such as diagnoses is necessary, along with the assurance that non-physician
intermediaries (e.g., medical technicians or information experts) who collect data about patients
respect confidentiality. Communication should be sufficiently fast so as to assure that the ethical
requirements of beneficence and justice are met, and to reduce the unpleasant anxiety of the patients.
On the legal side, the so-called conflict of laws should be properly faced. A first issue is whether a
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medical care professional, who has a licence to practice only in jurisdiction A but treats a patient in
jurisdiction B, violates B’s laws. Conflict of law principles should be applied here [34].

 





Figure 3. The Da Vinci surgical robot system. Source: www.montefiore.org
(/cancer-robotic-prostate-surgery).

4.2. Assistive Roboethics

Assistive robots constitute a class of service robots that focuses on the enhancement of the mobility
capabilities of impaired people (people with special needs: PwSN) so as to attain their best physical
and/or social functional level, and to gain the ability to live independently [5]. Assistive robots/devices
include the following [5]:

• Assistive robots/devices for people with impaired lower limbs (wheelchairs, walkers).
• Assistive robots/devices for people with impaired upper limbs and hands.
• Rehabilitation robots/devices for upper limbs or lower limbs.
• Orthotic devices.
• Prosthetic devices.

Figure 4a shows the principal components of the Toyama University’s intelligent/self-navigated
wheelchair, and Figure 4b shows the McGill University’s multi-task smart/intelligent wheelchair
(smart wheeler).




  

(a) (b) 



Figure 4. (a) An intelligent wheelchair example with motor, PC, camera, and laser range sensor.
(b) Smart multi-task wheelchair (McGill SmartWheeler Project). (a) Source: www3.u--toyama.ac.jp/
mecha0/lab/mechacontr/res_ENG.html (b) www.cs.mcgill.ca/~smartwheeler.
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The evaluation of assistive robots can be made along three main dimensions, namely: cost, risk,
and benefit. Since these evaluation dimensions trade off against each other we cannot achieve full
points on all of them at the same time. Thus, their quantitative evaluation and the trade-off among the
different dimensions is needed. The evaluation of risk-benefit and cost-benefit should be conducted in
light of the impact of assistive technologies on users’ whole life in both the short term and the long
term. Important guidelines for these analyses have been provided by the World Health Organization
(WHO), which has approved an International Classification of Functioning, Disability, and Health
(ICF) [35].

A framework for the development of assistive robots using ICF, which includes the evaluation of
assistive technologies in users’ life, is described in References [36,37]. In the ICF model, assistive robots,
besides activity, have impacts on body functions and structure/participation, and the functioning of
humans (combined, e.g., with welfare equipment, welfare service, housing environment, etc.).

Assistive robotics is part of medical robotics. Therefore, the principles of medical roboethics
(Georgetown Mantra, etc.) and the respective codes of ethics are applicable here. Doctors and
caregivers should carefully respect the following additional ethical aspects [5]:

1. Select and propose the most appropiate device which is economically affordable by the PwSN.
2. Consider assistive technology that can help the user do things that he/she finds difficult to do.
3. Ensure that the chosen assistive device is not used for activities that a person is capable of doing

for him/herself (which will probably make the problem worse).
4. Use assistive solutions that respect the freedom and privacy of the person.
5. Ensure the users’ safety, which is of the greatest importance.

A full code of assistive technology was released in 2012 by the USA Rehabilitation Engineering
and Assistive Technology Society (RESNA) [38], and another code by the Canadian Commission
on Rehabilitation Councelor Certification (CRCC) was put forth in 2002 [39]. A four-level ethical
decision-making scheme for assistive/rehabilitation robotics and other technologies is the following [5]:

• Level 1: Select the proper device—Users should be provided the proper assistive/rehabilitation
devices and services, otherwise the non-maleficence ethical principle is violated. The principles of
justice, beneficence, and autonomy should also be followed at this level.

• Level 2: Competence of therapists—Effective co-operation between therapists in order to
plan the best therapy program. Here again the principles of justice, autonomy, beneficence,
and non-maleficence should be respected.

• Level 3: Effectiveness and efficiency of assistive devices—Use should be made of effective, reliable,
and cost-effective devices. The principles of beneficence, non-maleficence, etc. should be respected
here. Of highest priority at this level is the justice ethical rule.

• Level 4: Societal resources and legislation—Societal, agency, and user resources should be
appropriately exploited in order to achieve the best available technologies. Best practices
rehabilitation interventions should be followed for all aspects.

Level 1 is the “client professional relasionship” level, level 2 is the “clinical multidisciplinary”
level, level 3 is the “institutional/agency” level, and level 4 is the “society and public policy” level.

4.3. Sociorobot Ethics

Sociorobots (social, sociable, socialized, or socially assistive robots) are assistive robot that are
designed to enter the mental and socialization space of humans, e.g., PaPeRo, PARO, Mobiserv,
i-Cat and NAO (Figure 5). This can be achieved by designing appropriate high-performance
human-robot interfaces: HRI (speech, haptic, visual). The basic features required for a robot to
be socially assistive are to [40]:

• Comprehend and interact with its environment.
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• Exhibit social behavior (for assisting PwSN, the elderly, and children needing mental/socialization
help).

• Direct its focus of attention and communication on the user (so as to help him/her achieve specific
goals).

A socially interactive robot possesses the following capabilities [5,40–42]:

• “Express and/or perceive emotions.
• Communicate with high-level dialogue.
• Recognize other agents and learn their models.
• Establish and/or sustain social connections.
• Use natural patterns (gestures, gaze, etc.).
• Present distinctive personality and character.
• Develop and/or learn social competence.”

Some more sociorobots, other than those shown in Figure 5, include the following [40]:

• AIBO: a robotic dog (dogbot) able to interact with humans and play with a ball (SONY) [43].
• KISMET: a human-like robotic head able to express emotions (MIT) [44].
• KASPAR: a humanoid robot torso that can function as mediator of human interaction with autistic

children [41].
• QRIO: a small entertainment humanoid (SONY) [45].

Sociorobots are marketed for use in a variety of environments (private homes, schools,
elderly centers, hospitals). Thefore, they have to function in real environments which includes
interacting with family members, caregivers, and medical therapists [5,40]. Normally, a sociorobot
does not apply any physical force on the user, although the user can touch it, often as part of the
therapy. However, in most cases no physical user-robot contact is involved, and frequently the robot
is not even within the user’s reach. In most cases the robot lies within the user’s social interaction
domain in which a one-to-one interaction occurs via speech, gesture, and body motion. Thus, the use
of sociorobots raises a number of ethical issues that fall in the psychological, emotional, and social
sphere. Of course, since sociorobots constitute a category of medical robots, the principles of medical
roboethics discussed in Section 4.1 are all applied here as in the case of all assistive robots. In addition,
the following fundamental non-physical (emotional, behavioral) issues should be considered [5]:

• “Attachment: The ethical issue here arises when a user is emotionally attached to the robot.
For example, in dementia/autistic persons, the robot’s absence when it is removed for repair may
produce distress and/or loss of therapeutic benefits.

• Deception: This effect can be created by the use of robots in assistive settings (robot companions,
teachers, or coaches), or when the robot mimics the behavior of pets.

• Awareness: This issue concerns both users and caregivers, since they both need to be accurately
informed of the risks and hazards associated with the use of robots.

• Robot authority: A sociorobot that acts as a therapist is given some authority to exert influence on
the patient. Thus, the ethical issue here is who controls the type, the level, and the duration of
interaction. If a patient wants to stop an exercise due to fatigue or pain a human therapist would
accept this, but a robot might not accept. Such a feature is also to be possessed by the robot.

• Autonomy: A mentally healthy person has the right to make informed decisions about his/her
treatment. If he/she has cognition problems, this autonomy right is passed to the person who is
legally and ethically responsible for the patient’s therapy.

• Privacy: Securing privacy during robot-aided interaction and care is a primary requirement in
all cases.

• Justice and responsibility: This is of primary ethical importance to observe the standard issues of
the “fair distibution of scarce resources” and “responsibility assignment”.
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• Human-human relation (HHR): HHR is a very important ethical issue that has to be addressed
when using assistive and socialized robots. The robots are used as a means of addition or
enhancement of the therapy given by caregivers, not as a replacement of them.”

















    
(a)                     (b) 

                               
(c)                    (d)                    (e) 

Figure 5. Examples of sociorobots. (a) PaPeRo: www.materialicious.com/2009/11/communication-
robot-papero.html; (b) PARO: www.roboticstoday.com/robots/paro; (c) Mobiserv: www.smart-homes.
nl/Innoveren/Sociale-Robots/Mobiserv; (d) i-cat: www.bartneck.de/2009/08/12/photos-philips-icat-
robot; (e) NAO: www.hackedgadgets.com/2011/02/18/nao-robot-demonstation.

4.4. War Roboethics

Military robots, especially lethal autonomous robotic weapons, lie at the center of roboethics.
Supporters of the use of war robots state that these robots have important advantages which include
the saving of the lives of soldiers and the safe clearing of seas and streets from IED (Improvised
Explosive Devices). They also claim that autonomous robot weapons ca expedite war more ethically
and effectively than human soldiers who, under the influence of emotions, anger, fatigue, vengeance,
etc., may overreact and overstep the laws of war. The opponents of the use of autonomous killer robots
argue that weapon autonomy itself is the problem and the mere control of autonomous weapons
would never be satisfactory. Their central belief is that autonomous lethal robots must be entirely
prohibited [5].

War is defined as follows (Merriam Webster Dictionary):

• A state or period of fighting between countries or groups.
• A state of usually open and declared armed hostile conflict between states or nations.
• A period of such armed conflict.

A war does not really start until a conscious commitment and strong mobilization of the
belligerents occurs. War is a bad thing (it results in deliberate killing or injuring people) and raises
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critical ethical questions for any thoughtful person [5]. These questions are addressed by “war ethics”.
The ethics of war attempts to resolve what is right or wrong, both for the individual and the states or
countries contributing to debates on public policy, and ultimately leading to the establishment of codes
of war [46,47]. The three dominating traditions (doctrines) in the ethics of war and peace are [5,48]:

• Realism (war is an inevitable process taking place in the anarchical world system).
• Pacifism or anti-warism (rejects war in favor of peace).
• Just war (just war theory specifies the conditions for judging if it is just to go to war, and conditions

for how the war should be conducted).

Realism is distinguished in descriptive realism (the states cannot behave morally in wartime)
and prescriptive realism (a prudent state is obliged to act amorally in the international scene).
Pacifism objects to killing in general and in particular, and objects to mass killing for political reasons
as commonly occurs during wartime. A pacifist believes that war is always wrong.

Just war theory involves three parts which are known by their latin names, i.e., jus ad bellum,
jus in bello, and jus post bellum [5].

• “Jus ad bellum specifies the conditions under which the use of military force must be justified.
The jus ad bellum requirements that have to be fulfilled for a resort to war to be justified
are: (i) just cause; (ii) right intention; (iii) legitimate authority and declaration; (iv) last resort;
(v) proportionality; (vi) chance of success.

• Jus in bello refers to justice in war, i.e., to conducting a war in an ethical manner. According to
international war law, a war should be conducted obeying all international laws for weapons
prohibition (e.g., biological or chemical weapons), and for benevolent quarantine for prisoners of
war (POWs).

• Jus post bellum refers to justice at war termination. Its purpose is to regulate the termination
of wars and to facilitate the return to peace. Actually, no global law exists for jus post bellum.
The return to peace should obey the general moral laws of human rights to life and liberty.”

The international law of war or international humanitarian law attempts to limit the effects
of armed conflict for humanitarian purposes. The humanitarian jus in bello law has the following
principles [5,48]:

1. Discrimination: It is immoral to kill civilians, i.e., non-combatants. Weapons (non-prohibited)
may be used only against those who are engaged in doing harm.

2. Proportionality: Soldiers are entitled to use only force proportional to the goal sought.
3. Benevolent treatment of POWs: Captive enemy soldiers are “no longer engaged in harm”, and so

they are to be provided with benevolent (not malevolent) quarantine away from battle zones,
and they should be exchanged for one’s own POWs after the end of war.

4. Controlled weapons: Soldiers are allowed to use controlled weapons and methods which are not
evil in themseves.

5. No retaliation: This occurs when a state A violates jus in bello in war in state B, and state B
retaliates with its own violation of jus in bello, in order to force A to obey the rules.

In general, a war is considered a just war if it is both justified and carried out in the right way.
The ethical and legal rules of conducting wars using robotic weapons, in addition to conventional

weapons, includes at minimum all of the rules of just war discussed above, but the use of
semiautonomous/autonomous robots adds new rules as follows:

• Firing decision: At present, the firing decision still lies with the human operator. However,
the separation margin between human firing and autonomous firing in the battlefield is
continuously decreased.
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• Discrimination: The ability to distinguish lawful from unlawful targets by robots varies
enormously from one system to another, and present-day robots are still far from having visual
capabilities that may faithfully discriminate between lawful and unlawful targets, even in close
contact encounter. The distinction between lawful and unlawful targets is not a pure technical
issue, but it is considerably complicated by the lack of a clear definition of what counts as a
civilian. The 1944 Geneva Convention states that a civilian can be defined by common sense,
and the 1977 Protocol defines a civilian any person who is not an active combatant (fighter).

• Responsibility: The assignment of responsibility in case of failure (harm) is both an ethical
and legislative issue in all robotic applications (medical, assistive, socialization, war robots).
Yet this issue is much more critical in the case of war robots that are designed to kill humans
with a view to save other humans. The question is to whom blame and punishment should be
assigned for improper fight and unauthorized harm caused (intentionally or unintentionally)
by an autonomous robot—to the designer, robot manufacturer, robot controller/supervisor,
military commander, a state prime minister/president, or the robot itself? This question is very
complicated and needs to be discussed more deeply when the robot is given a higher degree of
autonomy [49].

• Proportionality: The proportionality rule requires that even if a weapon meets the test of
distinction, any weapon must also undergo an evaluation that sets the anticipated military
advantage to be gained against the predicted civilian harm (civilian persons or objects). In other
words, the harm to civilians must not be excessive relative to the expected military gain.
Proportionality is a fundamental requirement of just war theory and should be respected by
the design and programming of any autonomous robotic weapon.

Two examples of autonomous robotic weapons (fighters) are shown in Figure 6.









  

Figure 6. Autonomous fighter examples (MQ-1 Predator, M12). Source: www.kareneliot.de/
OpenDrones/opendrones_1military.html; https://www.youtube.com/watch?v=_upbplsKGd4; https:
//www.digitaltrends.com/cool-tech/coolest-military-robots.

The use of autonomous robotic weapons in war is subject to a number of objections [5]:

• Inability to program war laws (Programming the laws of war is a very difficult and challenging
task for the present and the future).

• Taking humans out of the firing loop (It is wrong per se to remove human from the firing loop).
• Lower barriers to war (The removal of human soldiers from the risk and the reduction of harm to

civilians through more accurate autonomous war robots diminishes the disincentive to resort to
war).

The Human Rights Watch (HRW) has issued a set of recommendations to all states, roboticists,
and other scientists involved in the development and production of robotic weapons, which aim to
minimize the development and use of autonomous lethal robots in war [50].
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4.5. Autonomous Car Ethics

Autonomous (self-driving, driverless) cars are on the way [5]. Proponents of autonomous cars and
other vehicles argue that within two or three decades autonomously driving cars will be so accurate
that they will exceed the number of human-driven cars [51,52]. The specifics of self-driving vary from
manufacturer to manufacturer, but at the basic level cars use a set of cameras, lasers, and sensors
located around the vehicle for detecting obstacles, and employ GPS (global positioning systems) help
them to move along a preset route (Figure 7).






 









Figure 7. Basic sensors of Google’s driverless car. Source: http://blog.cayenneapps.com/2016/06/13/
self-driving-cars-swot-analysis.

Currently there are cars on the road that perform several driving tasks autonomously (without the
help of the human driver). Examples are: lane assist systems to keep the car in the lane, cruise control
systems that speed up or slow down according to the speed of the car in front, and automatic emergency
braking for emergency stops to prevent collisions with pedestrians.

SAE (Society of Automotive Engineers) International (www.sae.org/autodrive) developed and
released a new standard (J3016) for the “Taxonomy and definitions of terms related to on-road motor
vehicle automated driving systems”. This standard provides a harmonized classification system and
supporting definitions which:

• “Identify six levels of driving automation from ‘no automation’ to ‘full automation’.
• Base definitions and levels on functional aspects of technology.
• Describe categorical distinction for step-wise progression through the levels.
• Are consistent with current industry practice.
• Eliminate confusion and are useful across numerous disciplines (engineering, legal, media,

and public discourse).
• Educate a wide community by clarifying for each level what role (if any) drivers have in

performing the dynamic driving task while a driving automation system is engaged.”

The fundamental definitions included in J3016 are (orfe.princeton.edu, Business Wire, 2017):

• “Dynamic driving tasks (i.e., operational aspects of automatic driving, such as steering, braking,
accelerating, monitoring the vehicle and the road, and tactical aspects such as responding to
events, determining when to change lanes, turn, etc.).

• Driving mode (i.e., a form of driving scenario with appropriate dynamic driving task requirements,
such as expressway merging, high-speed cruising, low-speed traffic jam, closed-campus
operations, etc.).
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• Request to intervene (i.e., notification by the automatic driving system to a human driver that he
should promptly begin or resume performance of the dynamic driving task).”

Figure 8 shows the milestones needed to be passed on the way to meeting the final goal of fully
automated vehicles, according to SAE, NHTSA (National Highway Traffic Safety Administration),
and FHRI (Federal Highway Research Institute).







Figure 8. Vehicle driving automation milestones adopted by ASE, NHTSA, and BAST. Source:
https://www.schlegelundpartner.com (/cn/news/man-and-machine-automated-driving).

These scenarios and stages of development are subject to several legal and ethical problems
which are currently under investigation at regional and global levels. The most advanced country in
this development is the USA, while European countries are somewhat behind the USA. The general
legislation in the USA (primarily determined by NHTSA and the Geneva Convention on road traffic
of 1949) requires the active presence of a driver inside the vehicle who is capable of taking control
whenever necessary. Within the USA, each state enacts its own laws concerning automated driving
cars. So far only four states (Michigan, California, Nevada, and Florida) have accepted automated
driving software to be legal. In Germany, the Federal Ministry of Transport has already allowed the
use of driving assistance governed by corresponding legislation. Most car manufactures are planning
to produce autonomous driving technologies of various degrees. For example, Google is testing a fully
autonomous prototype that replaces the driver completely, and anticipates to release its technology in
the market by 2020. Automakers are proceeding towards full autonomy in stages; currently, most of
them are at level 1 and only a few have introduced level 2 capabilities.
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The fundamental ethical/liability question here is [5]: Who will be liable when a driverless
car crashes? This question is analogous to the ethical/liability question of robotic surgery. Today,
the great majority of car accidents are the fault of one driver or the other, or the two in some shared
responsibility. Few collisions are deemed to be the responsibility of the car itself or of the manufacturer.
However, this will not be the same if the car drives itself. Actually, it will be much harder to
conventionally blame one driver or the other. Should the ethical and legal responsibility be shared
by the manufacturer or multiple manufacturers, or the people who made the hardware or software?
Or, should another car that sent a faulty signal on the highway be blamed? [5]. An extensive discussion
of advantages/disadvantages including legal and ethical issues is provided in Reference [53].

4.6. Cyborg Ethics

Cyborg technology aims to design and study neuromotor prostheses in order to store and
reinstate lost function with a replacement that is as similar as possible to the real thing (a lost arm
or hand, lost vision, etc.) [5,54]. The word cyborg stands for cybernetic organism, a term coined
by Manfred Clynes and Nathan Kline [55]. A cyborg is any living being that has both organic and
mechanical/electrical parts that either restore or enhance the organism’s functioning. People with the
most common technological implants such as prosthetic limbs, pacemakers, and cochlear/bionic ear
implants, or people who receive implant organs developed from artificially cultured stem cells can be
consired to belong to this category [56]. The first real cyborg was a “lab rat” created at Rockland State
Hospital in 1950 (New York, www.scienceabc.com).

The principal advantages of mixing organs with mechanical parts are for human health.
For example [5]:

• “People with replaced parts of their body (hips, elbows, knees, wrists, arteries, etc.) can now be
classified as cyborgs.

• Brain implants based on neuromorphic model of the brain and the nervous system help reverse
the most devastating symptoms of Parkinson disease.”

Disadvantages of cyborgs include [5]:

• “Cyborgs do not heal body damage normally, but, instead, body parts are replaced.
Replacing broken limbs and damaged armor plating can be expensive and time-consuming.

• Cyborgs can think of the surrounding world in multiple dimensions, whereas human beings are
more restricted in that sense” [56,57].

Figure 9 shows a cyborg/electronic eye.









 

Figure 9. An example of cyborg eye. Source: https://www.behance.net/gallery/4411227/Cyborg-Eye-
(Female).
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Three of the world’s most famous real-life cyborgs are the following (Figure 10) [58]:

• The artist Neil Harbinson, born with achromatopsia (able to see only black and white) is equipped
with an antenna implanted into his head. With this eyeborg (electronic eye), he became able to
render perceived colors as sounds on the musical scale.

• Jesse Sullivan suffered a life-threatening accident: he was electrocuted so severely that both of his
arms needed to be amputated. He was fitted with a bionic limb connected through a nerve-muscle
grafting. He then became able to control his limb with his mind, and also able to feel temperature
as well as how much pressure his grip applies.

• Claudia Mitchell is the first woman to have a bionic arm after a motorcycle accident in which she
lost her left arm completely.







 

(a)                                  (b) 

 

(c) 

Figure 10. Examples of human cyborgs. (a) Neil Harbinson, (b) Jesse Sullivan, (c) Claudia Mitchell.
Source: www.medicalfuturist.com (/the-world-most-famous-real-life-cyborgs).

Cyborgs raise serious ethical concerns, especially in the case when the consciousness of a person
is changed by the integration of human and machine [59]. Actually, in all cases cyborg technology
violates the human/machine distinction. However, in most cases, although the person’s physical
capabilities take on a different form and his/her capabilities are enhanced, his/her internal mental
state, consciousness, and perception has not been changed other than to the extent of changing what
the individual might be capable of accomplishing [59]. Actually, what should be of maximum ethical
concern is not the possible physical enhancements or repairs, but when the change of the nature of a
human is changed by linking human and machine mental functioning. A philosophical discussion
about cyborgs and the relationship between body and machine is provided in Reference [60].
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5. Future Prospects of Robotics and Roboethics

In general, the intelligence capabilities of robots follow the development path of artificial
intelligence. The robots of today have capabilities compatible with “artificial narrow intelligence”
(ANI), i.e., they can execute specific focused tasks but cannot self-expand functionally. As a result,
they outperform humans in specific repetitive operations. By 2040, robots are expected to perform tasks
compatible with “artificial general intelligence” (AGI), i.e., they will be able to compete with humans
across all activities, and perhaps convince humans that they are “humans”. Soon after the AGI period,
robots are expected to demonstrate intelligence beyond human capabilities. In fact, many futurists,
e.g., Hans Moravec (Carnegie Mellon University), predict that in the future, robots and machines will
have superb features such as high-level reasoning, self-awareness, consiousness, conscience, emotion,
and other feelings. Moravec [61] believes that in the future, the line between humans and robots
will blur, and—although current robots are modeled on human senses, abilities, and actions—in the
future they will evolve beyond this framework. Therefore, the following philosophical question arises:
What makes a human being a human being and a robot a robot? The answer to this question given by
several robotics scientists is that what makes a human being different from a robot, even if robots can
reason, and are self-aware, emotional, and moral, is creativity.

The American Psychological Association (APA) points out that “in future, loneliness and isolation
may be a more serious public health hazard than obesity”. Ron Arkin (a roboethicist) says that “a
solution to this problem can be to use companion sociorobots, but there is a need to study deeply the
ethics of forming bonds/close relationships with these robots”. Today, human-robot relationships are
still largely task driven, i.e., the human gives the robot a task and expects it to be completed. In the
future, tasks are expected to be performed jointly by human-robot close co-operation and partnership.

The big double question here is (mobile.abc.com): Should we allow robots to become partners
with us in the same way that we allow humans to become partners? Is the concept of sentience or
true feeling required in a robot for it to be respected? Arkin’s comment about this question is that:
“Robots propagate an illusion of life; they can create the belief that the robot actually cares about us,
but what it cares is nothing”.

Three important questions about the robots of the future are (www.frontiers.org):

• How similar to humans should robots become?
• What are the possible effects of future technological progress of robotics on humans and society?
• How to best design future intelligent/autonomous robots?

These and other questions are discussed in Reference [62]. The human-robot similarity of the
future depends on the further development of several scientific/technological fields such as artificial
intelligence, speech recognition, processing and synthesis, human-computer interfaces and interaction,
sensors and actuators, artificial muscles and skins, etc. Clearly, a proper synergy of these elements
is required. Whether the robots look like humans or not is not so important as how, and how much,
robots can perform the tasks we want them to do (www.frontiers.org). The question here is: Given
that we can create human-like (humanoid) robots, do we want or need them? According to the
“uncanny valley” hypothesis, as robots become more similar to humans (humane, anthropomorphic),
the pleasure of having them around increases up to a certain point. When they are very similar to
humans this pleasure falls ubruptly. However, it later increases again when the robots become even
more similar to humans (Figure 11). This decrease and increase of comfort as a robot becomes more
anthropomorphic is the “uncanny valley”, which is discused in detail in Reference [63].
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Figure 11. The uncanny valley. Source: www.umich.edu/~uncanny.

The IEEE Global Initiative Committee issued a document on “AI and Autonomous Systems”,
which involves a set of general principles that are then applied to the following particular areas [64]:

• “Embedding values into autonomous intelligent systems.
• Methodologies to guide ethical research and design.
• Safety and beneficence of general AI and superintelligence.
• Reframing autonomous weapons systems.
• Economics and humanitarian issues.
• Personal data and individual access control.”

This IEEE document is subject to periodical revision.
An issue of strong current debate is whether future robots should have rights, and if yes,

what types of robots? And what rights? Present-day robots may not deserve to have rights, but many
robotic thinkers argue that robots of the future might have rights, such as the right to receive payments
for their services, the right to vote, the right to be protected like humans, etc. Going further, a highly
important question is: Can robots be regarded as active moral agents or moral patients? This question
is discussed, among others, by Mark Coeckelberg [65].

Three opinions on these issues are the following (www.scuoladirobotica.it):

• Ray Jarvis (Monash University, Australia): “I think that we would recognize machine rights if
we were looking at it from a human point of view. I think that humans, naturally, would be
empathetic to a machine that had self-awareness. If the machine had the capacity to feel pain, if it
had a psychological awareness that it was a slave, then we would want to extend rights to the
machine. The question is how far should you go? To what do you extend rights?”

• Simon Longstaff (St. James Ethics Center, Australia): “It depends on how you define the conditions
for personhood. Some use preferences as criteria, saying that a severely disabled baby, unable to
make preferences, shouldn’t enjoy human rights yet higher forms of animal life, capable of
making preferences, are eligible for rights. [ . . . ] Machines would never have to contend with
transcending instinct and desire, which is what humans have to do. I imagine a hungry lion on
a veldt about to spring on a gazelle. The lion as far we know doesn’t think, “Well I am hungry,
but the gazelle is beautiful and has children to feed.” It acts on instinct. Altruism is what makes
us human, and I don’t know that you can program for altruism.”
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• Jo Bell (Animal Liberation): “Asimov’s Robot series grappled with this sort of (rights) question.
As we have incorporated other races and people-women, the disabled, into the category of those
who can feel and think, then I think if we had machines of that kind, then we would have to
extend some sort of rights to them.”

Over the years, many AI thinkers have worried that intelligent machines of the future
(called superintelligent or ultra-intelligent machines) could pose a threat to humanity. For example,
I.J. Good argued (1965) that “an ultra-intelligent machine could design even better machinery, and the
intelligence of man would be left far behind”.

Roger Moore, speaking about AI ethics, artificial intelligence, robots, and society, explained why
people worry about the wrong things when they worry about AI [16]. He argues that the reasons not
to worry are:

• “AI has the same problems as other conventional artifacts.
• It is wrong to exploit people’s ignorance and make them think AI is human.
• Robots will never be your friends.”

Things to worry about include:

• “Human culture is already a superintelligent machine turning the planet into apes, cows,
and paper clips.

• Big data + better models = ever-improving prediction, even about individuals.”

General key topics for future roboethics include the following:

• Assuring that humans will be able to control future robots.
• Preventing the illegal use of future robots.
• Protecting data obtained by robots.
• Establishing clear traceability and identification of robots.

The need to develop new industrial standards for testing AI/intelligent robots of the future
will be much more crucial, otherwise it will be difficult to implement and deploy future robots,
with superintelligence, safely and profitably. Big ethical questions for the robots of the future include
the following:

• Is it ethical to turn over all of our difficult and highly sensitive decisions to machines and robots?
• Is it ethical to outsource all of our autonomy to machines and robots that are able to make

good decisions?
• What are the existential and ethical risks of developing superintelligent machines/robots?

6. Conclusions

The core of this paper (roboethics branches) followed the structure of the author’s book on
roboethics [5]. The paper was concerned with the robot ethics field and its future prospects. Many of
the fundamental concepts of ethics and roboethics were outlined at an introductory conceptual level,
and some issues of future advanced artificial inteligence ethics and roboethics were discussed.

On topics as sensitive as decisions on human life (e.g., using autonomous robot weapons),
the ethical issues of war and robot-based weapons were discussed including the principal objections
against the use of autonomous lethal robots in war. The general ethical questions in this area are:
What kind of decisions are we comfortable outsourcing to autonomous machines? What kind of
decisions should or should not always remain in the hand of humans? In other words, should robots
be allowed to make life/death decisions? In cases not covered by the law in force, human beings
remain under the protection of the principles of humanity and the dictates of public conscience
according to the Geneva Conventions (Additional Protocol II). The Open Roboethics Institute (ORI)
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conducted a world-wide public study collecting the opinions of a large number of individuals on
the issue of autonomous robotic weapons use. The results of this study were documented and
presented in Reference [66]. Other sensitive human life areas discussed in the paper are the use of
robots in medicine, assistance to the elderly and impaired people, companionship/entertainment,
driverless vehicles, and cybernetic organisms. Finally, another emerging area that rises critical ethical
questions that was not discussed in this paper is the area of sex or love-making robots (sexbots,
lovebots). Representative references on sexbots include References [67–69]. A review of critical
ethical issues in creating superintelligence is provided in [70], and a review of ‘cyborg enhancement
technology’, with emphasis on the brain enhancements and the creation of new senses, is given in [71].
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Abstract: To gain the potential benefit of autonomous intelligent systems, their design and
development need to be aligned with fundamental values and ethical principles. We need new
design approaches, methodologies and processes to deploy ethical thought and action in the
contexts of autonomous intelligent systems. To open this discussion, this article presents a review
of ethical principles in the context of artificial intelligence design, and introduces an ethical
framework for designing autonomous intelligent systems. The framework is based on an iterative,
multidisciplinary perspective yet a systematic discussion during an Autonomous Intelligent Systems
(AIS) design process, and on relevant ethical principles for the concept design of autonomous systems.
We propose using scenarios as a tool to capture the essential user’s or stakeholder’s specific qualitative
information, which is needed for a systematic analysis of ethical issues in the specific design case.
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1. Introduction

“A water metro”, an autonomous ferry is transferring passengers across/along the river, from the
harbor in downtown to outer skirts of the city, and back. The ship has no crew. There is a human
operator on the shore monitoring the ferry. The operator monitors several ferries at the same
time. The ferries autonomously plan the route based on collected data from many different sources,
and change it should there be any obstacles on the way. A lot of hope is placed on such a new
autonomous ferry. People say this is more reliable than the old-fashioned ships, as there is no
possibility for human error. Previously, an old captain, a very proud of his profession, sailed his ship
on this same route, and always brought the ship safely home despite varying weather conditions.
Now the ship is unmanned, and now this man is replaced by the remote operator who sits in the
control room, out of sight of the passengers.

Autonomous systems are fundamentally changing our world and ways of working. They are
seen as a means to increase productivity, cost efficiency and safety—not only by reducing the work
done by humans, but also by enabling completely new business models [1]. Autonomy goes beyond
automation by adding self-governing behavior and requiring intelligent decision-making abilities.
The development of key elements in autonomous systems, such as situational awareness systems
and autonomous decision-making, are thus likely to be based on various artificial intelligence (AI)
technologies [2].

The societal transition from current ICT to future AI society, and steering of this process,
are among the biggest challenges of our time [3]. Although these systems are designed to reduce
human intervention, relevant questions remain about their responsible and ethical use, their short-term
and long-term impact on individuals and societies, and on humanity in general [4,5]. Potential direct
applications of these systems, related innovations and business value are currently widely discussed
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in academia, business and governmental bodies alike [6]. Although there is a growing interest in the
wider societal impacts as well [7], ethical considerations are seen as critical yet not fully understood.
While there has been increasing public discussion and research on the links between ethics and
Artificial Intelligence (AI) [8], “machine ethics” [9] or potential risks of applying AI [10], these issues
need more attention also as opportunities, which has been less accentuated.

AI technologies give rise to a plethora of ethical issues as the design and use of autonomous
intelligent systems are socially and culturally embedded [11]. Design of autonomous systems is
thus not only a multi-technological effort, but involves also social, psychological, economic, political,
and legal aspects, and will have profound impacts at all dimensions of society [12]. The ethics of AIS is
still underexplored both as an object of scientific study and as a practice. Current approaches include
responsible use of AI [13], professional codes of conduct [14,15] and human-robot interaction [16].
Attempts to incorporate ethics into the AI-design have not yet significantly affected technology design.
So far, ethical design research has been challenging from two perspectives [17–19]. First, fundamental
values and ethical frames have been too complex to be formalized into a deductive decision-making
system [20,21]. Second, the ethical decision-making in AI design is context-dependent, defying thus
traditional principles-based approaches.

2. Attempts to Approach Ethical Issues in Design

In the field of design thinking, there are a few design approaches that have emphasized the
importance of ethical design thinking. Value-sensitive design (VSD) holds that artefacts are value-laden
and design can be value-sensitive [22,23]. The approach refers to the need to identify early implicit
values embedded in new technologies by focusing on the usage situations of technology. “Value”
is defined here broadly as something that a person or a group considers important in life, and
designers can intentionally inscribe their values in the design objects thus shaping them. The design
is carried out iteratively by combining conceptual (conceptions of important values of users and
stakeholders), empirical (how values are realized in everyday practices and in technical solutions) and
technical (how the designed technology and the impact of technology support the values) research
and assessment.

Another design approach which discusses ethics is Life-based design (LBD), which highlights the
need for designing for the “good life” [24,25] and posits that the measure of technology is in its ability
to enhance the quality of life for people. The process of design thinking focuses first on asking what is
needed in life and how people wish to live, and thereafter on what kinds of technologies can serve
this goal. LBD is thus interested in what people should do with technology rather than what they can
do with technology. It focuses on a biological, psychological and socio-cultural form of life of target
users. Ethical choices and values are reflected and resolved in the design decisions: What is ethically
acceptable, i.e., what constitutes “the good” for the end users.

Thirdly, ethics has been considered as an important element of responsible research and
innovation, which highlights the importance of understanding that ethics in technology is strongly
linked with social acceptability. Thus, the concept of Responsible Research and Innovation (RRI) [26–28]
is a valuable perspective when discussing the ethics of technology. Responsibility is understood broadly
as socially, ethically and environmentally acceptable actions [29]. It is seen as a competitive factor and
source of innovation for companies. Successful implementation of responsible innovation and business
creates shared value by providing sustainable solutions to customers, increased competitiveness to
companies and positive societal impact for the society. The comprehensive integration of responsibility
in a company’s operations improves its capabilities to produce societally acceptable and desirable
goods and services, avoid unintended consequences and manage its commercial risks. RRI emphasizes
the need for co-design, empowering ways of working and taking into consideration different
stakeholder perspectives.

The main message of all these above-mentioned approaches is that ethical design means, first of
all, conscious reflection of ethical values and choices in respect to design decisions. That is, examining
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what the prevailing moral rules and norms of the users are and what kind of impacts they have
on the design decisions. Secondly, ethical design means a reflection on what is ethically acceptable.
Finally, the ethical design must consider the issues of what is ethical, i.e., what constitutes the good
of humanity.

3. A framework to Discuss and Analyze Ethical Issues

The precondition for considering ethical issues during the AIS design is that the relevant ethical
issues are identifiable. For that purpose, we propose a systematic framework which can be used in
different phases of design: In the beginning, ethics for the design goals are defined and interpreted as
design requirements; When the design is on a more detailed level, the framework can be applied again.
The final design can be assessed with the help of this framework as well. Essentially, the framework
can be applied in every design decision if necessary.

The systematics of the analysis framework is based on the idea that the system under design is
thoroughly discussed by using identified ethical values. We argue that this should be carried out in the
very beginning of design to guide the design towards inherently ethical solutions: Ethically acceptable
products and services are accepted by the users, which adds both business and societal value. Bringing
in the ethical perspective very early in the product lifecycle is important, because it indicates that it
is possible to come up with technical solutions and services that bring sustainability and are good
for society. To embed ethical values into the design and to consider ethical issues during the design
process designers need systematics to do that. As a solution, we propose the idea of bringing ethics
in the practices of human-technology interaction design. This can be done by with the help of usage
scenarios—stories or descriptions of usage situations in selected usage contexts—in early phases
of concept design. With the help of scenarios, it is possible to operationalize “good” in the design
concepts from the point of view of actors, actions and goals of actions, and thus systematically assess
the ethical value of the design outcomes.

Examining the context and usage situations of the given technology follows actually the idea of
casuistry in ethical thinking. Casuistry is a field of applied ethics that takes a practical approach to
ethics [30]. It is focused on examining context and cases rather than using theories as starting points.
Instead of discussing ethical theories, it is interested in facts of a particular case, and asks what morally
meaningful facts should be taken into account in this case. The ideas of casuistry have been used in
applying ethical reasoning to particular cases in law, bioethics, and business ethics (e.g., [31,32]).

As the design of AIS is not only a multi-technological effort, but involves also social, psychological,
economic, political, and legal aspects, and is likely to have profound impacts at all the dimensions of
the society, this deliberation requires multidisciplinary approach and involvement of various experts
and stakeholders [33,34] (e.g., in the case of autonomous ships, experts of autonomous technology,
shipping companies, passenger representatives, ethical experts). This iterative process should be
carried out using co-design methods, involving users and stakeholders broadly, and including three
steps: (1) Identification of ethical values affected by AIS; (2) Identification of context-relevant ethical
values; and (3) Analysis and understanding of ethical issues within the context. These steps are further
studied in the following chapters.

3.1. Identification of Ethical Principles and Values Affected by AIS

Ethical principles and values can be used as an introductory compass when seeking ways to
understand ethics in design. They are universal moral rules that exist above cultures, time, or single
acts of people. Principlism is an approach for ethical decision-making that focuses on the common
ground moral principles that can be used as a rule of thumb in ethical thinking [31]. Principlism
can be derived from and is consistent with a multitude of ethical, theological, and social approaches
towards moral decision-making. It introduces the four cardinal virtues of beneficence, nonmaleficence,
autonomy, and justice, which can be seen to stem already from e.g., Confucius’s ren (compassion
or loving others; [35] and Aristotle’s conception of good life [36]. These principles form the basis of
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ethical education of e.g., most physicians. They are usually conceived as intermediate between “low
level” moral theories, such as utilitarism and deontology [37]. The principle of “beneficence” includes
all forms of action intended to benefit or promote the good of other persons [38]. The principle of
“nonmaleficence” prohibits causing harm to other persons [38]. “Justice”, when identified with morality,
is something that we owe to each other, and at the level of individual ethics, it is contrasted with
charity on the one hand, and mercy on the other [39], and can be seen as the first virtue of social
institutions [40]. The principle of “autonomy” is introduced by e.g., Kant and Mill [41,42], and refers to
the right of an individual to make decisions concerning her own life.

However, the four virtues, and principlism as such, may not have enough power to carry us far
enough in the discussion of technology ethics, as in technology design there are situations in which the
four principles may often run into conflict. One of the reasons for this is that dealing with technology
ethics is always contextual, and the impact of technology mostly concerns, not only the direct usage
situation, but also many different stakeholders who may have conflicting interests [37].

As the context of technology is always situated in a cultural and ecological environment
(see e.g., [43]), it is obvious that values for technology design and assessment should reflect the
ethical values and norms of the given community, as well as ecological aspirations. Values are
culturally predominant perceptions of individuals’, society’s and human kind’s central goals of a
good life, good society and good world. They are objectives directing a person’s life and they guide
decision-making [44–46]. Besides individual and (multi)cultural values, there are also critical universal
values that transcend culture and national borders, such as the fundamental values laid down in the
Universal Declaration of Human Rights (UN) [47], EU Treaties (EU) [48] and in the EU Charter of
Fundamental Rights (2000) [49].

Friedman et al. (2003; 2006) [22,23] introduce the following values from the point of view
of technology design: Human welfare; ownership and property; freedom from bias; universal
usability; accountability; courtesy; identity; calmness; and environmental sustainability. In addition,
informed consent is seen as a necessity in the adoption of technology [23]. It refers to garnering
people’s agreement, encompassing criteria of disclosure and comprehension (for “informed”) and
voluntariness, competence, and agreement (for “consent”). People have the right to consent to
technological intervention (adoption and usage of technology).

3.2. Identification of Context-Specific Ethical Values

Like design issues, issues of context-specific ethical values involve differences in perspectives
and in power [50]. An ethical issue arises when there is a dilemma between two simultaneous values
(two ethical ones or an ethical and practical value, such as e.g., safety and efficiency). This is why
technology ethics calls for a broader view, where the agents, the goal, and the context of the technology
usage are discussed and deliberated, in order to analyze, argue and report the ethical dilemma
and its solution. This ethical case deliberation should be carried out in collaboration with relevant
stakeholders, designers and ethical experts [51]. This helps to understand what ethical principles
and values should define the boundaries of the technology. In this way, it would be possible also to
formulate additional design principles to the context of technology.

As to ethics of AI, many public, private and civil organizations and expert groups have introduced
visions for designing ethical technology and ethical AI. For this study, we carried out i) a literature
review and ii) a discussion workshop, as part of the Effective Autonomous Systems research project
at VTT Technical Research Center of Finland Ltd. The participants’ scientific backgrounds include
Engineering Sciences and AI, Cognitive Science, Psychology and Social Sciences. They represent
experts in autonomous technologies, design thinking, ethics, responsible research and innovation,
risk assessment, and societal impacts of technology. In the workshop, the outcomes of already
mentioned expert groups were systematically examined, and elaborated in respect to different contexts
of autonomous systems.
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In the following, we shortly go through the results of the literature review in terms of ethical
principles and values introduced by expert groups with respect to AI.

Ethically Aligned Design (EAD) Global initiative has been launched by the IEEE in 2016 and
2017 [4,5] under the title “A Vision for Prioritizing Human Well-being with Autonomous and Intelligent
Systems”, to unite collective input in the fields of Autonomous and Intelligent Systems (A/IS), ethics,
philosophy and policy. In addition, some approaches for designing ethics and ethics assessment have
been published (e.g., [4,5,12,52,53].

The IEEE Global Initiative for Ethical Considerations in Artificial Intelligence and Autonomous Systems

(2016 pp. 15) [4] has articulated the following high-level ethical concerns applying to AI/AS:

1. Embody the highest ideas of human rights.
2. Prioritize the maximum benefit to humanity and the natural environment.
3. Mitigate risks and negative impacts as AI/AS evolve as socio-technical systems.

The Global Initiative (2016 p. 5–6; 2017 p. 34) proposes a three-pronged approach for a designer
to embedding values into AIS:

1. Identify the norms and values of a specific community affected by AIS.
2. Implement the norms and values of that community within AIS.
3. Evaluate the alignment and compatibility of those norms and values between the humans and

AIS within that community.

The Asilomar Conference (2017) [54] hosted by the Future Life Institute (a volunteer-run research
and outreach organization that works to mitigate existential risks facing humanity, particularly
existential risk from advanced AI.), with more than 100 thought leaders and researches in economics,
law, ethics, and philosophy, was a forerunner in addressing and formulating principles of beneficial
AI to guide the development of AI. Its outcome was the Asilomar AI Principles which include safety;
failure and juridical transparency; responsibility; value alignment; human values; privacy and liberty;
shared benefit and prosperity; human control; non-supervision; and avoiding an arms race.

The European Group on Ethics in Science and New Technologies (EGE) published Statement on
Artificial Intelligence, Robotics and Autonomous Systems (2017) [55], where the following prerequisites
are proposed as important when discussing AI ethics: Human dignity; autonomy; responsibility;
justice, equality and solidarity; democracy; rule of law and accountability; security, safety, bodily
and mental integrity; data protection and privacy; and sustainability. This list is supplemented by
e.g., Dignum [56] who proposes AI ethics to rest in the three design principles of accountability,
responsibility and transparency.

The draft ethics guidelines for Trustworthy AI, by the European Commission’s High-Level
Expert Group on Artificial Intelligence (AI HLEG) (2018) [53] propose a framework for trustworthy
AI, consisting:

Ethical Purpose: Ensuring respect for fundamental rights, principles and values when developing,
deploying and using AI.
Realization of Trustworthy AI: Ensuring implementation of ethical purpose, as well as technical
robustness when developing, deploying and using AI.
Requirements for Trustworthy AI: To be continuously evaluated, addressed and assessed in the design
and use through technical and non-technical methods

The AI4People’s project (2018) [3] has studied the EGE principles, as well as other relevant
principles and subsumed them under four overarching principles. These include beneficence,
non-maleficence, autonomy (defined as self-determination and choice of individuals), justice (defined
as fair and equitable treatment for all), and explicability.

In addition, several other parties have introduced similar principles and guidelines concerning
ethics of artificial intelligence, including Association for Computing Machinery ACM (US), Google,

31



J. Open Innov. Technol. Mark. Complex. 2019, 5, 18

Information Technology Industry Council (US), UNI Global Union (Switzerland), World Commission
on the Ethics of Scientific Knowledge and Technology COMEST, Engineering and Physical Sciences
Research Council EPSRC (UK), The Japanese Society for Artificial Intelligence JSAI, University of
Montreal, and European Group on Ethics and New Technologies EGE.

Based on the literature review, the table below (Table 1) introduces the ethical values and principles
of the most relevant documents in the current European discussion of technology ethics.

Table 1. Ethical values and principles in European discussion of technology ethics.

Expert
Group/Publication

Ethical Value/Principle Context Technology

Friedman et al.
(2003; 2006) [22,23]

Human welfare
Ownership and property

Freedom from bias
Universal usability

Courtesy
Identity

Calmness
Accountability

(Environmental) sustainability

Value-sensitive design ICT

Ethically Aligned
Design (EAD) IEEE

Global initiative
(2016, 2017) [4,5]

Human benefit
Responsibility
Transparency

Education and Awareness

Global Initiative for
Ethical Considerations in
Artificial Intelligence and

Autonomous Systems:
Insights and

recommendations for the
AI/AS technologists and

for IEEE standards

AI/AS

Asilomar AI Principles
(2017) [54]

Safety
Failure and juridical transparency

Responsibility
Value alignment
Human values

Privacy and liberty
Shared benefit and prosperity

Human control
Non-supervision

Avoiding arms race

Beneficial AI to guide the
development of AI AI

The European Group
on Ethics in Science

and New Technologies
(EGE) (2017) [55]

Human dignity
Autonomy

Responsibility
Justice

Equality and solidarity
Democracy

Rule of law and accountability
Security
Safety

Bodily and mental integrity
Data protection and privacy

Sustainability

Statement on Artificial
Intelligence, Robotics

and
Autonomous Systems

AI, Robotics,
AS

European
Commission’s

High-Level Expert
Group on Artificial

Intelligence (AI HLEG)
(2018) [53]

Respect for human dignity
Freedom of the individual

Respect for democracy, justice and the rule of law
Equality, non-discrimination and solidarity

Citizens rightsBeneficence: “Do Good”
Non maleficence: “Do no Harm”

Autonomy: “Preserve Human Agency”
Justice: “Be Fair”

Explicability: “Operate transparently”

Trustworthy AI made
in Europe AI

AI4People (2018) [3]

Beneficence
Non-maleficence

Autonomy
Justice

Explicability

An ethical framework for
a good AI society AI
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Based on the workshop discussion [57], and as a synthesis of above presented guidelines and
values, we propose a modified set of values to be considered as a basis for ethical and responsible
development of AIS (Table 2).

Table 2. A preliminary set of ethical values modified for the context of AIS.

Ethical Value Tentative Topics for Discussion

Integrity and
human dignity

Individuals should be respected, and AIS solutions should not violate their dignity as
human beings, their rights, freedoms and cultural diversity. AIS should not threaten
a user’s physical or mental health.

Autonomy
Individual freedom and choice. Users should have the ability to control, cope with
and make personal decisions about how to live on a day-to-day basis, according to
one’s own rules and preferences.

Human control Humans should choose how or whether to delegate decisions to AIS, to accomplish
human-chosen objectives.*

Responsibility
Concerns the role of people and the capability of AIS to answer for the decisions and
to identify errors or unexpected results. AIS should be designed so that their affects
align with a plurality of fundamental human values and rights.

Justice, equality,
fairness and solidarity

AIS should contribute to global justice and equal access. Services should be
accessible to all user groups despite any physical or mental deficiencies.
This principle of (social) justice goes hand in hand with the principle of beneficence:
AIS should benefit and empower as many people as possible.

Transparency

If an AIS causes harm, it should be possible to ascertain why. The mechanisms
through which the AIS makes decisions and learns to adapt to its environment
should be described, inspected and reproduced. Key decision processes should be
transparent and decisions should be the result of democratic debate and
public engagement.

Privacy People should have the right to access, manage and control the data they generate.

Reliability
AIS solutions should be sufficiently reliable for the purposes for which they are being
used. Users need to be confident that the collected data is reliable, and that the
system does not forward the data to anyone who should not have it.

Safety
Safety is an emerging property of a socio-technical system, which is created daily by
decisions and activities. Safety of a system should be verified where applicable and
feasible. Need to consider possible liability and insurance implications.

Security
AI should be secure in terms of malicious acts and intentional violations
(unauthorized access, illegal transfer, sabotage, terrorism, etc.). Security of a system
should be verified where applicable and feasible.

Accountability Decisions and actions should be explained and justified to users and other
stakeholders with whom the system interacts.

Explicability
Also ‘explainability’; necessary in building and maintaining citizen’s trust (captures
the need for accountability and transparency), and the precondition for achieving
informed consent from individuals.

Sustainability

The risks of AIS being misused should be minimized: Awareness and education.
Note “precautionary principle”: Scientific uncertainty of risk or danger should not
hinder to start actions of protecting the environment or to stop usage of
harmful technology.

Role of technology
in society

Governance: Society should use AIS in a way that increases the quality of life and
does not cause harm to anyone. Depending on what type of theory of justice a society
is committed to, it may stress e.g., the principle of social justice (equality and
solidarity), or the principle of autonomy (and values of individual freedom
and choice).

* This means that an anthropocentrism standpoint is taken, e.g., belief that human beings are the most important
entity in the universe. Does AIS design and applications concern other living systems as well?
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In the case of autonomous ships, the list of values could include: Integrity and human dignity;
autonomy; human control; responsibility; justice, equality, fairness and solidarity; transparency;
privacy; reliability; security and safety; accountability; explicability; sustainability; and role of
technology in society. The generic goals of the system to be designed are discussed and analyzed in
the light of each identified ethical value.

3.3. Analysis and Understanding of Ethical Issues within the Context

Ethical issues are analyzed further to understand them, solve them and to translate them into
design language. This outcome contributes to the design requirements. In the first step of the analysis,
the goals and requirements may be more generic, but along with more detailed design, the requirements
will become more detailed, as well.

Ultimately, how ethical dilemmas are resolved depends on the context [58]. Ethical issues
arise regarding the use of specific features and services rather than the inherent characteristics of
the technology. The principles and values must thus be discussed on a practical level to inform
technology design. To enable ethical reasoning in human-driven technology design, usage scenarios
(e.g., Reference [59]) can be used as “cases” to discuss ethical issues. With the help of scenarios,
it is possible to consider: (1) What kind of ethical challenges the deployment of technology in the
life of people raises; (2) which ethical principles are appropriate to follow; and (3) what kind of
context-specific ethical values and design principles should be embedded in the design outcomes.

Therefore, we propose usage scenarios as a tool to describe the aim of the system, the actors and
their expectations, the goals of actors’ actions, the technology and the context. The selected principles
are cross-checked against each phase of a scenario and the possible arising ethical issues are discussed
and reported at each step. Lucivero (2016) [12] indicates that socio-technical scenarios are important
tools to broader stakeholder understanding by joint discussions, which enhance reflexivity in one’s
own role in shaping the future, as well as awareness of stakeholder interdependence and related
unintended consequences. The purpose of the scenario-based discussion is to develop ethical human
requirements for the requirements specification and for the iterative design process. The discussion
needs to be carried out with all relevant stakeholders and required expertise. The same systematics
can be utilized also for assessment of the end-result, or the design decision. The discussion needs to
be documented and agreement made transparent so that later it is possible to go back and re-assess
possible relevant changes in the environment.

It is not easy to perceive how the final technological outcome will work in society, what kind
of effects it will have, and how it will promote the good for humanity. Discussion of the normative
acceptability of the technology is thus needed. Usage scenarios can be used as a participatory design
tool to capture the different usage situations of the system and the people and environment bound
to it. Scenarios describe the aim of the system, the actors and their expectations, the goals of actors’
actions, the technology and the context [60,61]. Socio-technical scenarios can also be used to broader
stakeholder understanding of one’s own role in shaping the future, as well as awareness of stakeholder
interdependence [12]. In the second step, the scenarios representing different usage situations of
the system are discussed with different stakeholders and ethical experts and examined phase by
phase according to the listed ethical values, in order to define potential ethical issues. In addition,
the following questions presented by Lucivero (2016, 53) [12] can help comprehension of the possible
effects of the system in society:

• How likely is it that the expected artifact will promote the expected values?
• To what extent are the promised values desirable for society?
• How likely is it that technology will instrumentally bring about a desirable consequence?

The outcome of the analysis is a list of potential ethical issues, which need to be further deliberated
when defining the design and system’s goals.
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Case example: Autonomous short-distance electric passenger ship. An initial usage scenario was
developed in a series of workshops, to serve here as an example of the scenario work. This scenario
is an imaginary example, developed from a passenger perspective, which illustrates what kind
of qualitative information can be provided with a scenario to support the identification of ethical
issues and the following requirements specification process. The basic elements of the scenario are
the following:

• Usage situation: Transport passengers between two pre-defined points across a river as a part of
city public transportation; journey time—20 min.

• Design goals: (1) Enable a reliable, frequent service during operation hours; (2) reduce costs
of public transport service and/or enable crossing in a location where a bridge can’t be used;
and (3) increase the safety of passengers.

• Operational model: Guide passengers on-board using relevant automatic barriers, signage, and
voice announcements; close the ramp when all passengers are on board; autonomously plan the
route, considering other traffic and obstacles; make departure decision according to environmental
conditions and technical systems status; detach from dock; cross the river, avoiding crossing
traffic and obstacles; attach to opposite dock; open ramp, allow disembarkation of passengers;
batteries are charged when docked; maintenance operations carried out during night when there
is no service; remote operator monitors the operation in a Shore Control Center (SCC), with the
possibility to intervene if needed.

• Stakeholders: Remote operator: In an SCC, with access to data provided by ship sensors. Monitors
3 similar vessels simultaneously; passengers (ticket needed to enter the boarding area), max 100
passengers per crossing; maintenance personnel; crossing boat traffic on the route; bystanders
on the shore (not allowed to enter the boarding area); people living/having recreational cottages
nearby; ship owner/service provider; shipbuilder, insurance company, classification society,
traffic authorities.

• Environment: A river within a European city (EU regulations applicable); crossing traffic on the
river; varying weather conditions (river does not freeze, but storms/snow etc. can be expected.

4. Discussion

We have introduced a framework to discuss and analyze ethical issues in AIS design. We have
started by introducing current design approaches, concepts and theoretical insights from the fields
of Philosophy of Technology and Design Thinking, as well as from different initiatives in the field of
AIS. The developed framework introduces the justification and identification of the ethical principles
for a specific case study. Then scenario descriptions are introduced to capture the essential user
or stakeholder specific qualitative information, which is needed for a systematic analysis of ethical
issues in the specific design case. As a result of such a systematic analysis, a list of ethical issues
will be identified. These issues need to be further analyzed to transfer them into design goals
and requirements.

Our main message is to engage different stakeholders—ethical experts, technology developers,
end users and other relevant parties—in adopting a common multi-perspective yet a systematic
discussion during an AIS design process. Our initial framework paves way for practical methods for
understanding ethical issues in AIS. Further studies are needed to test and assess the approach and
to reformulate final principles for the context of autonomous systems in real design cases with real
concepts and scenarios.

In our framework, we lean on the human-centered design tradition of using scenarios as a tool
for seeking understanding of the needs and desires of people and communities. It should be kept in
mind, however, that scenarios, when used as expert’s statements on the technological future, can also
be used to legitimize and justify the role of a new, not-yet established technology or an application,
and thus have a strategic role in welcoming the technology and convincing an audience. One has to be
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sensitive to this kind of technological imperative, i.e., developing technology for technology’s sake,
and to keep in mind that the outcome of ethical analysis can well be that the given technology is not
capable of fully answering the needs of the target users in the given context. Ethical analysis, as its
best, can have the power of revealing hype around technological rhetoric. Many technological ideas
can be explained by ‘a human need’, but not all technical solutions can be justified in terms of the
benefits of the good life.
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Abstract: With artificial intelligence (AI) becoming increasingly capable of handling highly complex
tasks, many AI-enabled products and services are granted a higher autonomy of decision-making,
potentially exercising diverse influences on individuals and societies. While organizations and
researchers have repeatedly shown the blessings of AI for humanity, serious AI-related abuses and
incidents have raised pressing ethical concerns. Consequently, researchers from different disciplines
widely acknowledge an ethical discourse on AI. However, managers—eager to spark ethical consid-
erations throughout their organizations—receive limited support on how they may establish and
manage AI ethics. Although research is concerned with technological-related ethics in organizations,
research on the ethical management of AI is limited. Against this background, the goals of this article
are to provide a starting point for research on AI-related ethical concerns and to highlight future
research opportunities. We propose an ethical management of AI (EMMA) framework, focusing on
three perspectives: managerial decision making, ethical considerations, and macro- as well as micro-
environmental dimensions. With the EMMA framework, we provide researchers with a starting
point to address the managing the ethical aspects of AI.

Keywords: artificial intelligence; ethical management; research directions

1. Introduction

Artificial intelligence (AI), i.e., “The ability of a machine to perform cognitive functions
that we associate with human minds, such as perceiving, reasoning, learning, interacting
with the environment, problem solving, decision-making, and even demonstrating creativ-
ity” [1], is a unique technology for many reasons. Not only is it difficult for humans to
understand and verify the decisions of AI [2], but it is also challenging to establish rules for
its use as AI is continuously evolving [3]. This “black box” in the application of AI algo-
rithms leads to a lack of transparency even among the creators and poses particular ethical
challenges [4]. As part of societies, business organizations are facing issues regarding the
opportunities and consequences of an increasingly AI-based economy [5–7]. It is unclear,
for example, what happens when AI-based systems are combined and when they produce
results that cannot be pre-evaluated.

Alongside AI-enabled technological advancements, AI’s influence on societies has
also increased. On subjects such as autonomous driving, self-directed weapon systems and
cockpit automation, societal considerations do arise, even touching on matters of life and
death [8,9]. These significant and potentially adversarial societal influences motivate our
article, in which we will argue for the importance of ethical management of AI and how
we, as a research community, might address this challenge.
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On the one hand, AI’s increasing influence on individuals and their societies goes
along with the increasing pressure on organizations to assume responsibility for their AI
products and offerings, including ethical considerations tied to the potential consequences
of their AI’s use on social, environmental, and economic levels [10]. On the other hand,
it goes along with a noticeable shift within the workforce: increasingly relying on AI will
likely replace some routine task-related jobs in order for firms to remain competitive with
others shifting to automated practices. In turn, many more qualified jobs will be created
in the process, thereby generating an overall transition towards more high-skilled jobs.
Ethical AI considerations need to be embodied in managerial decision-making at first,
starting with informing day-to-day operations. More and more organizations want to take
this responsibility [11], but not every employee has the time and resources to holistically
consider and make sense of a currently fragmented scholarly discourse. This fragmentation
poses a risk for the social, environmental and economic sustainable use of AI. The discourse
on organizational AI ethics is still in its infancy [4], and current research on AI ethics resides
within multiple domains, including, but not limited to, philosophy, computer sciences,
information systems (IS), and management research [11]. For this article, we formulate the
following two research questions:

RQ1: What is the current status-quo regarding research on the management of ethical
aspects of AI?

RQ2: What are potential gaps and directions for future research on this topic?

To answer these questions, we conducted a literature search and review, which led us
to the conclusion that there is currently no research on this topic. Against this background,
our goal is to provide an initial framework on how to conceptualize the management
of AI ethics, which will hopefully lead to future research on this topic. We introduce a
framework on how to tie together the three perspectives of (1) managerial decision-making,
(2) ethical considerations, and (3) different macro- and micro-environmental dimensions
with which an organization interacts. Applying this framework to guide decision making
is an essential part of an organization’s ethical responsibility. In summary, we propose
a pragmatic opinion on a conceptualization for ethically managing AI in organizations.
By developing the ethical management of AI (EMMA) framework, we propose to open a
new research area and provide scholars and practitioners with the first reference on this
important research topic.

2. Challenges for Research and Practice

Our motivation is in line with that of scholars who have acknowledged that the
societal and environmental impact of machines and AI deserves more attention [4,12–14].
As a foundation, the question arises: Which potential repercussions of AI are beneficial
or detrimental or, more abstractly, “right” or “wrong”? The question of “what is the right
thing to do?”, which is often connected to the question of “what ought we not do?” is, in
many cases, more complicated than it seems. That question has thus become the foundation
of a whole scientific field—namely, the ethical sciences, a subfield of philosophy [15].

Concerning AI, scholars have begun to establish an ethical discourse (e.g., [16–18]).
Primary examples of ethical considerations include the greater complexity of AI and its
increasing decision-making autonomy [19]. The complexity makes it harder to understand
how and why an AI has come to a particular decision, and which decision it will make
in the future (part of “explainable AI” research) [20]. The increasing decision-making
autonomy of AI concerns decisions that an AI can take on its own with little or no prior
human approval or supervision [21].

This decision-making autonomy, as well as the general use of AI-based systems
in organizations, poses ethical issues concerning various environmental dimensions in
which an organization operates. The renunciation of this ethical discourse, which by its
philosophical and multidimensional nature tends to be controversial, can entail significant
and considerable consequences and risks for our society [16]. We are thus in need of more
theoretical and academic reflection on the ethical issues and boundaries of AI, especially on
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how to empower (future) employees—especially managers—to consider and implement
AI ethics in their daily business [17,22]. As a research community, we should ask ourselves
how we may contribute to the field of ethical management of AI and provide first guidance
in positioning and guiding future research. In this article, we, therefore, highlight scholarly
and practical issues regarding the ethical management of AI and provide a first agenda for
future research.

3. Understanding the Role of AI as an Ethical Phenomenon

Organizations need to be capable of dealing with ethical questions regarding AI,
not least to circumvent unethical as well as potentially harmful consequences of their
AI-based technologies [23,24]. Although being part of an AI arms race, organizations need
to assume responsibility for considering ethical aspects of AI [25]. Not only may policies
and laws demand this [26], but also unheeded consequences may severely impact the
overall organization, for instance, via lawsuits or negative media attention [27].

In traditional business and manufacturing contexts, unethical behaviors mostly occur
by “design” (e.g., the Dieselgate of Volkswagen or the sub-sub-contracting of parcel delivery
services to circumvent labor laws and save costs). Managers are or can easily be aware of
potential consequences that their decisions may have. Unethical behaviors, thus, seldomly
happen by mere “chance.” In the AI context, however, such unethical behaviors may occur
not only by “design,” but also as an unintentional consequence and, thus, by mere “chance”
or “external causes” [27]. For instance, the Tay chatbot released by Microsoft in 2016 became
racist after being trained by users on Twitter, but had not been intended or designed to
become offensive [28]. For organizations, this raises the question of which ethical principles
should be used to develop and manage AI-based technologies. In research, one aspect
which is gaining more and more attention is the prediction of an industry 5.0 [29]. Unlike
industry 4.0, where the focus is on automation, industry 5.0 is about the synergy of humans
and robots. In essence, robots and humans are collaborators instead of competitors [29].
Hence, the focus of industries can be expected to shift away from technical development of
systems and towards the social needs of people [29]. However, there is a lack of guidelines
and frameworks on how to make AI manageable. In order to gather an overview of research
on the intersection of ethics, AI, and management, we conducted a comprehensive literature
search in the beginning of 2020 to identify existing conference and journal publications
within common databases (AISeL and Scopus databases). In order to be able to map the
ethics research perspectives more clearly, we also researched a comprehensive philosophical
database (Philpapers.org database). We used the search term “AI AND (Ethics OR Ethical)”,
resulting in 552 hits and a sample of 192 papers after filtering (see Figure 1).

 

Figure 1. Visualization of the literature review process.

Based on ethical issues regarding the use of AI in organizations, the question arises as
to how to structure and classify AI ethics to make them manageable and to open a subfield
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for researchers. Since AI is continually evolving, what has been previously considered
as AI may not be defined as such today, a phenomenon known as the “AI effect” [3].
Therefore, it is unfeasible to provide a unified and precise threshold between AI and
non-AI. Currently, AI is based on different algorithms and techniques, such as supervised
learning, unsupervised, or deep learning. These different approaches result in AI-based
systems with different velocities of self-learning. Differences in the quality and quantity
of training data also mean that the capabilities of AI in organizations vary widely, which
emphasizes the reason why we consider that the quality of being self-learning is one central
distinguishing characteristic of AI in organizations. According to Xia et al. [30], we define
self-learning as a logical model about the self-adaptive goal achievement of software.

Regarding the ethical management of AI, if AI can (at least for now) be classified on the
basis of velocity of self-learning, the question arises as to how we can structurally consider
the ethical aspects of AI in organizations. Ethics is defined as that part of philosophy
that deals with the prerequisites and evaluation of human action and is the methodical
reflection on morality [31]. At the center of ethics is a specific moral action, especially
about its justifiability and reflection. We assume ethical considerations to be of higher
relevance if an AI-enabled technology is in closer interaction with humans. AI tools such
as recommendation, forecasting, or optimization algorithms that increase the efficiency of
large data sets’ analyses are not, per se, high priorities for ethical consideration, because
their direct impact on human lives can be considered as low [32]. The same applies to
areas of application such as database mining and optimizations [33], as they do not have
significant, influential potential on societies or individuals. Furthermore, AI may directly
interact with users in instances such as chatbots in customer service [34], or impact the
lives of individuals or minority groups by disadvantaging applicants for interviews in
HR [35] or steering self-driving cars [36]. Based on these two assumptions, we divide AI in
organizations along the following two dimensions:

1. The degree and velocity of self-learning;
2. The degree of AI’s impact on humans.

As a result of these two definitions, we propose an AI positioning matrix integrating
both perspectives as dimensions (see Figure 2). Note, the positioning of cases within
the matrix is tentative, and their precise positioning may be argued. We have selected
and classified the cases by way of example to describe the range of current AI-based
technologies and do not claim to be complete, nor are these based on concrete numbers.

Our AI positioning matrix resembles a portfolio matrix approach as it is prevalent in
business administration [37,38] and widely adopted in practice, for example by the Boston
Consulting Group and McKinsey [39], in which the spanned dimensions are divided into
three sectors (see Figure 2). The first sector covers AI-based technologies that we consider
to have a low degree of self-learning and a low degree of impact on humans. Due to both a
lower level of human–AI closeness and self-learning, the chance of impactful errors caused
by AI is lower as well. Accordingly, we do not classify this sector as particularly relevant
for the ethical management of AI. The second sector concerns all cases of both a medium
level of self-learning and impact on humans. This sector is more relevant for the ethical
management of AI, as these technologies can have a more significant impact on people’s
lives and behavior. The third sector covers AI technologies that have a high impact on
people’s lives and which we classify as possessing a high degree of self-learning. One case
might be an intelligent decision support system in eHealth, which can help medical staff in
making decisions about people’s health conditions and in recommending treatments [40].
In this article, we primarily consider AI-based technologies from the second and third
sectors as relevant for ethical management.
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Figure 2. Positioning matrix of AI and ethics.

4. Conceptualization of Ethical Management of Artificial Intelligence in
Organizations

Given the previously introduced positioning matrix, different AI-related endeavors
can be examined and pre-ranked regarding their potential implications on humans and
societies and, likewise, their necessity to be ethically assessed. AI should meet ethical
standards as well, particularly if of a strong potential influence on humans and societies
and a high level of self-learning. In order to sustain a company’s competitiveness, corporate
offerings do not only require the satisfying of a customer need, but also the complying
with further standards, including ethical considerations [41]. We propose that, in order
to be able to manage AI ethics, we need to consider an interplay of three parts. First,
AI-related managerial decisions need to embody ethical considerations if the endeavor is
ethically charged (for instance, a project in sector two or three). Second, to incorporate
ethical aspects, managers need to have an ethical reference frame within which they can
match different potential decisions with ethical considerations. Third, different dimensions
of an organizational environment, including but not limited to stakeholder groups, need
to be taken into consideration. This triad highlights our understanding that all parts are
interconnected with each other, forming the EMMA framework (see Figure 3).

 

Figure 3. Ethical management of artificial intelligence (EMMA) framework.

4.1. Managerial Decisions

In principle, all services and products offered by organizations need to be purposeful in
order to be valuable, whether it is customer value manifesting in prices paid or shareholder
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value reflected by market valuations [39,40]. Such offerings are the result of a value
creation process (e.g., manufacturing or software development). Operational actions
are influenced by decisions that guide an organization’s value creation process. Hence,
organizational decision making guides and steers the daily course of action. To underline
the importance of shaping ethically sound AI-enabled offerings, we argue for incorporating
ethical considerations within organizational decision making. Given the significance of
AI ethics [42], we assume a holistic responsibility of different organizational decision-
making levels for adhering to an organization’s ethical reference frame. Section 5.1 offers
an exemplary operationalization of this managerial decision making.

4.2. Ethical Considerations

To shape an ethical reference frame, organizations need to decide on their ethical
foundations. Basic considerations on how the business should be carried out and which
standards should be adhered to are relevant aspects for such an ethical reference frame.
This frame should be flexible yet specific enough for research and to allow managers
to challenge and evaluate complex organizational decisions. For instance, managers
should not only be able to gauge new products and services against this frame, but
also steer the organization overall (e.g., cross-sectional tasks such as human resources).
Section 5.2 introduces exemplary ethical streams and considerations relevant to an ethical
reference frame.

4.3. Environmental Dimensions

Ethical considerations and the derivation of a reference frame, in turn, do not occur in
vacuo. Ethical aspects are influenced by—and themselves influence—an organization’s
environment on both inner- and outer-organizational levels. For instance, stakeholders
such as customers, societies, or political landscapes, may be influenced or impacted by
product and service offerings provided in unethical ways. As employees and decision-
makers may not be mindful of potential environmental dimensions, it would be beneficial
to provide both groups with appropriate guidance on the environmental dimensions to be
considered. Section 5.3 explicates an exemplary operationalization of these dimensions.

5. Applying the Ethical Management of Artificial Intelligence Framework

Extending from the previously outlined general considerations, leading to the propo-
sition of the EMMA framework (see Figure 1), we will in this section provide an example
of how the individual components of EMMA can be operationalized (see Figure 4). In
the end, companies have to adapt EMMA according to their decisions’ process structure,
ethical values, and environmental factors.

 

Figure 4. Instantiation of the ethical management of AI framework.
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5.1. Operationalization of Managerial Decisions

To operationalize managerial decisions, we opted for a segmentation regarding the
different levels of organizational decision making. A separation into strategical, tactical,
and operational management and decision making has been widely accepted and has
become one of the cornerstones of strategical management [43,44].

With strategical decisions touching on the overall vision and strategy, they are consid-
ered more long-term oriented and aim at steering the overall organization to stay ahead of
the competition [45]. The strategic level can define and change key ethical considerations
informing and guiding the overall organization. Strategical management directs tactical
decision making, which focuses on how the organizational strategy and vision can be
enacted [46]. With a mid-term focus, tactical management converts strategy into action
plans. For instance, it weighs potential AI options against each other and directs the
operational management with a strategic–tactical decision-making framework. Eventually,
the operational level is concerned with developing, implementing, and applying tactical
decisions [44].

In the case of AI, ethical challenges may arise on the operational level (e.g., an AI may
be acting in non-predicted ways, overstepping ethical boundaries). Given a hierarchical
organization, general employees may stay at arm’s length from strategical or tactical
management, both intentionally and unintentionally. Decision makers may not have
developed a close communication with the employees implementing the decision, or such
employees may feel uncomfortable in openly addressing challenges arising during daily
business. These considerations underline the important rule of an organizational feedback
culture across the entire hierarchy, favoring and empowering employees to speak up and
to be heard [44]. In sum, said concerns render the feedback function an essential part of the
instantiated EMMA.

5.2. Operationalization of Ethical Considerations

In order to enable the development of ethical considerations, we looked at three main
research streams of ethics—meta-ethics, normative ethics, and applied ethics—as well as
descriptive ethics [47]. This section provides a pivotal overview of the ethical concepts
potentially relevant for EMMA based on a comprehensive literature review on AI from an
ethics research perspective (Tables A1–A4 in Appendix A). We hereby introduce relevant
ethical considerations for our EMMA framework.

As the first stream, we identified epistemic perspectives as the most relevant part
of meta-ethics in the context of ethical AI use (Appendix A Table A1). Epistemology
deals with how knowledge can be derived and, regarding AI, how to identify ethical
requirements for AI-based technologies [48]. In addition, we are aware of other ethical
views, such as the antinatalism of Schopenhauer and Heidegger’s work “Being and Time”.
As an exemplary challenge regarding AI, Coeckelbergh [49] compares the creation of AI
with the Frankenstein problem and refers to Heidegger. Instead of trying to control it, he
stated that we have to let go. This means he suggests that we should wait for a change
to happen.

The normative ethics point of view, i.e., prescriptive ethics, leads to an evaluation of
whether an action is perceived as good/ethical or not and eventually arrives at normative
guidelines [50]. We aim to formulate issues regarding the management of AI in the form of
ethical questions, taking into account the basic structure of normative ethics (Appendix A,
Table A2), and have identified Max Weber as one of the most important pioneers of modern
normative ethics [50]. We also include ethics of responsibility as part of a deontological
view in our normative ethics considerations. This ethical viewpoint refers to Norbert
Wiener’s great principles of justice, which are (1) the principle of freedom, (2) equality,
(3) benevolence, and (4) the minimum infringement of freedom. As a complementary
principle, we also supplemented dignity, as it was a highly relevant component of some
normative ethical studies that considered dignity in the context of ethical AI use [51]. As
a last important concept of normative ethics, we have identified Plato’s virtues, which
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include (1) courage, (2) justice, (3) temperance, and (4) prudence, which were also revisited
in the context of AI [52].

To cover an applied ethics perspective, we focused on aspects of business ethics
(Appendix A, Table A3). We applied computer and information ethics on Norbert Wiener’s
point of view on justice and also covered recently introduced topics such as (Kantian) moral
agents and cyborg ethics.

For the descriptive ethics stream, we identified what we framed as a criminal per-
spective (Appendix A, Table A4). Following Spinellis [53], this includes the absolute and
relative punishment theories which focus on punishment approaches for unethical behavior
(according to Kant and Hegel). As another relevant aspect, we identified the deliberation of
actions, such as harmful actions with or without an intention or non-harmful actions that
become harmful through manipulation [54]. We also considered reasonings and individual
perspectives such as cognitive and emotional control [55] in the context of criminal actions.

Against the background of these focal points, we consider the management of AI in
a structured manner to derive relevant questions for research and practice. Nonetheless,
future research will be necessary to provide further indications on how to precisely shape
and render ethical reference frames for organizations, for instance, extending previously
non-AI-related frameworks for ethics in organizations [56].

5.3. Operationalization of Environmental Dimensions

As introduced in Section 3, ethical considerations do not happen in vacuo but need to
be considered per different environmental dimensions. We decided to follow a classifica-
tion scheme of political, economic, socio-cultural, technological, environmental, and legal
(PESTEL) dimensions, inspired by the PESTEL analysis, a traditional approach to environ-
mental scanning in strategical management [44]. The PESTEL analysis describes a business
environment for specific market conditions, developments, and their effects, in order to
shape sound decision-making principles for the management of an organization [57]. The
initial analysis assumes that different external dimensions influence a company’s success,
and thus its management [58]. However, a company and its management can also influence
the environmental dimensions.

5.4. Reflections on Future Research Opportunities

Bearing in mind the prior operationalization that serves as one potential instanti-
ation for our EMMA framework (Figure 3), this subsection ties the framework’s three
perspectives together. Taking the six dimensions suggested by the PESTEL framework
into account, managerial and academic questions from different standpoints arise. In the
following subsections, we present an initial opinion on various aspects induced by EMMA
that a future research subfield may address.

As an overall key consideration and basic premise, strategical management needs
to establish an organization-wide ethical code of conduct to inform ethical evaluations
and decision making. Without such ethical principles and guidelines, it is hard to gauge
decisions and compare alternatives with respect to ethical considerations. To investigate
the influence of AI on different dimensions, we have adapted PESTEL as an exemplary
classification framework. This objective is critical to understand in order to define the tech-
nological dimension of PESTEL, which considers the impact of an AI on other technologies,
but not the societal impact of a particular AI (this would be part of the societal dimension).

Each PESTEL dimension holds a basic premise, which we understand as the theoretical
and hypothetical influencing potential of an AI. For this deliberation, it is not crucial that
the influence is exerted, but rather that the influence may or could be. Afterward, we
assume the strategical management to be responsible for deciding if an ethical influence
is justifiable in general, and to what degree and within which boundaries in particular.
These considerations become part of the strategic decision making and guide the tactical
management function, whose task is to transform a more general strategical decision
into a set of tactical decisions that can be implemented by the operational management
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function. On the tactical level, the decision upon an AI’s ethical justification is made. This
decision includes the task of identifying, evaluating, and comparing different approaches
to fulfill the strategical decision within the strategical boundaries. Tactical management
also needs to consider ethical boundaries attached to sourcing external AI (e.g., from other
companies). As a result, the strategical decisions are amended by tactical directions as
to how the AI shall be enacted. Eventually, on the operational level, core questions of
implementability arise. In light of AI, the main challenges are to develop and apply an
AI so that it remains within the strategic–tactical decision-making framework, and to
comply with the ethical boundaries and the organization’s ethical code of conduct. Since
AI can be an undetermined endeavor with regards to its implementation and outcome, the
operational level cannot rely on the traditional execution function but has to be empowered
in order to be sensitized and foresee potential ethical conflicts arising during development,
implementation, or application of an AI.

5.4.1. Political

Basic premise: What influence may AI used by organizations reasonably exert on
politics, and how may it influence the organization’s perception by politics?

The political dimension includes but is not limited to: policy setting and legislation;
political stability; self-defense and military; trade; and taxation.

The political dimension demands organizations to consider the potential influences
their AI may exert on politics. Within the political dimension, EMMA does not selectively
refer to policy setting [59], but governmental functions and the political system as a whole.
An organization’s AI may not only influence politics but also shape how an organization
is being perceived in political landscapes. In light of lobbying, organizations may use AI
to directly influence political and public opinion [60,61]. By seizing a user base’s inertia,
habits, or prejudices, an organization’s AI may influence its users to subvert political
decisions.

Previous research already indicated that artificial intelligence, and especially social
bots, were used to influence public opinion in political discourses. For example, Bessi
and Ferrara [60] identified automated Twitter accounts during the US presidential election
campaign in 2016 that tried to spread specific political opinions and manipulate political
communication on Twitter.

On the other hand, there is also the question of how politics can influence the ethical
management of AI. One ethical researcher discussed the role of punishment for ethically-
wrong actions regarding AI [62]. Politicians could use their influence to develop strategies
that punish organizations not following politically desired ethical codices.

5.4.2. Economic

Basic premise: What influence may AI used by organizations reasonably exert on the
economic system, and how may it influence the organization’s perception in the economic
system?

The economic dimension includes but is not limited to: the economic system; financial
markets; economic growth; and market valuation.

In the economic dimension, organizations should holistically consider their AI’s
influence on the economic system. Here, “the economic system” refers to the market,
national, and global economy. By accumulating bargaining power or significant market
shares, organizations can have an increasing influence on an economic system. Higher
market power may render it more accessible for organizations to act in their interest,
to say nothing of ethical considerations for the general welfare. As a consequence, AI
may constitute significant risks for economic stability. These risks were presaged by the
global financial crisis starting in 2007, partly fueled by derivatives being sold out by
highly complex algorithms self-reinforcing each other [63,64]. Similar economic power may
arise from developments such as robo-advisors autonomously investing and trading [65].
Conversely, organizations may use AI to gain economic advantages that may not align
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with public welfare or societal goals. For instance, being able to train an AI with unethically
derived training data can lead to competitive advantage and increase an organization’s
market valuation, adversely affecting organizations that operate ethically.

If a manager considers how AI can be applied to influence an economic system, the
first step should be to develop AI’s consciousness of moral actions further. In business
ethics research, this is termed a “moral agent” [66]. These moral agents could be used to
support decision-making processes [67] regarding the economic system.

5.4.3. Social

Basic premise: What influence may AI used by organizations reasonably exert on
societies, and how may it influence the societal perception of the organization?

The social dimension includes but is not limited to: society’s ethical and moral values,
organizational working culture; and organizational reputation.

The social dimension deals with AI’s impact on societies. Both the society surrounding
an organization as well as the society within an organization have to be considered. The
external perspective focuses on the impact that AI may have on customers and societies
as a whole. One particular conflict can be that societal and organizational ethical values
differ [68]. An organization’s management may prioritize maximizing shareholder value,
while society may value ethical considerations conflicting with shareholder profits [24].
Thus, management has to be mindful of a society’s ethical compass and if their AI complies
with it. From an internal perspective, AI may influence the organization itself, for instance,
by implementing AI to optimize an organization and support or replace employees [5].
In optimizing work processes, AI may overburden employees, setting unreachable or
unsustainable work goals, eventually leading to phenomena such as technology-induced
stress, or “technostress” [69]. If supporting organizational decision making and receiving
a high degree of autonomy, AI-based leadership may also raise ethical concerns as to
balancing organizational needs with those of employees.

Even if an AI adheres to an organization’s ethical framework, the actions of this AI
may still be judged as immoral by society. Accordingly, the social dimension is particularly
challenging, as the moral values of a society—and the ethical standards that societies have
established to respond to such values—can be subject to unexpected changes and may not
be codified as specific laws.

As one of the most important concepts of philosophy, Kant’s categorical imperative
could be used as a code of conduct for AI’s interaction with society. Etzioni and Etzioni [18]
also considered AI and ethics against the background of Kant’s categorical imperative and
discussed the effects on humans. Tonkens [70] denies, however, that the standard form of
Kantian artificial moral agents agree with the spirit of Kant’s philosophy, and he demands
that further ethical principles be used to develop an ethical framework for AI.

Furthermore, the use of AI can be associated with various ethical risks and rewards for
societies [71]. One risk is the possibility of cognitive degeneration if a person is cognitively
overburdened. AI can also limit autonomy, as it can provide different predefined choices,
and it can replace interpersonal relationships. Although this also offers possibilities in
cases where interpersonal relationships are not possible, there are risks if communication
takes place exclusively via AI assistants.

5.4.4. Technological

Basic premise: What influence may AI used by organizations reasonably exert on the
use of technologies, and how may it unfold and evolve within technologies, potentially
influencing living beings?

The technological dimension includes but is not limited to: AI-enabled products and
services; AI development and implementation; AI explainability and transparency; human
imitation and impact on humans; and technology assessment.

Although AI as a technology is also implicit in the other PESTEL dimensions, this
technological dimension focuses mainly on an AI’s potential influences on other technolo-
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gies. As a result of this, we understand, for example, AI to AI (AI2AI) interactions in
which one AI exchanges information or prescribes decisions to another AI. One instance
may be a drone as an autonomous weapon system that may have one AI for coordinating
and detecting offenses, one AI for deciding on firing a drone, one AI for pathfinding, and
another AI for deciding on the ideal point in time to ignite the drone’s warhead. These
systems exchange information with each other, and as such decisions happen more and
more autonomously—and at lightning speed—the initial debate has begun in favor of such
systems that include some control function. For instance, an AI may serve as a lawyer
or ethical instance, overseeing all other systems and autonomously deciding about the
appropriateness of an attack [8]. The financial system provides another example of an
AI2AI system with algorithms trading increasingly autonomously [72], which is not, per
se, unethical. However, if the individual or societal welfare is impaired, the consequences
of these AI decisions become relevant.

From a philosophical point of view, social choice ethics also address the question of
how an AI technology can be developed so that it can make moral decisions. Baum [73]
identified three decisions based on normative ethics that must be made in this regard: (1)
standing (concerning whose views on ethics are included), (2) measurement (concerning
how their views are identified), and (3) aggregation (concerning how personal views are
combined to a single view that could guide AI behavior). These decisions would, in any
case, have to be made before the development of AI and should not be left to the self-
learning AI [73]. Beckers [74] asked himself what risks arise when we create AI in our
image. He raises several assertions and principles that should be considered when creating
AI, such as the fact that we do not yet fully understand intelligence as a concept. He also
discusses conventional philosophical approaches, such as antinatalism, and explains why
he rejects them and why an intelligent AI should be built under specific circumstances [74].

5.4.5. Environmental

Basic premise: What influence may AI used by organizations reasonably exert on
resource utilization, and how may it influence the organization’s perception as environ-
mentally friendly?

The environmental dimension includes but is not limited to: resource utilization;
power consumption; waste management.

The environmental dimension addresses considerations regarding the overall impact
of an organization’s products and services on its environment. Aspects include natural
resource utilization, energy consumption, and accompanying effects such as greenhouse
gas emissions [75]. AI may necessitate the use of natural resources in an unsustainable
way, i.e., using up resources faster than they can regenerate. Primarily, AI itself may use up
resources such as rare earth elements and conventionally generated power that is necessary
for the IT to run AI. Such environmental influences can lead to new policies being enacted,
negative public relations, or even some kind of collective boycott.

Another vital contribution to the debate was made by Sparrow, who outlined a
discourse on responsibility for AI in crises [76]. He raised the question of who can be held
responsible for war crimes perpetrated by autonomous robots. The programmer? The
commanding officer? The machine itself? In order to clarify this problem, he compared it
with the problem of child soldiers. There, too, there would be no answer to the question,
since child soldiers also sometimes acted autonomously. Sparrow, therefore, opposes the
placement of autonomous AI in war zones.

5.4.6. Legal

Basic premise: What influence may AI used by organizations reasonably exert on
the legal framework, and how may it influence an organization’s perception as legally
compliant?

The legal dimension includes but is not limited to: health, safety, consumer, product
and labor laws; and data privacy policies.
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The legal dimension considers AI’s influence on, or interference with, a legal frame-
work. Notwithstanding rare instances of ethical actions in favor of a higher good that allow
for illegal actions, as may be the case with some freedom or democratic movements, we
assume that illegal actions, in the majority of cases, will also be unethical [77]. Jones [78]
conceptualized this commonality as “an unethical decision [to be] either illegal or morally
unacceptable to the larger community”. The legal framework can be external (i.e., the law
and order of a government or public authority), but also internal (such as organizational
policies and work rules) [79]. Although legal aspects resonate within the other PESTEL
dimensions, there are distinctive legal issues present. An AI may become able to unveil
legal loopholes and allow an organization to act in a law-abiding but unethical manner [27].

At the same time, an AI may collect data that is unnecessary or even forbidden by
privacy policies without users noticing this. Under those circumstances, AI may criminalize
uninformed or unwary users without their knowledge—for instance, through unethical
or illegal data processing. Already, in non-AI instances, such legal issues have arisen. For
instance, WhatsApp has been accused of automatically collecting and processing user data,
including users’ entire mobile phone contacts list, thereby misleading their users to disobey
local laws [80]. In training complex AI models, similar instances of illegal or unethical data
collection may render similar legal challenges [81].

Ethics research provides some examples of how legislation could and should influence
developments in AI. Under the term AIonAI, for example, a new law was introduced that
deals with cases of interaction between different AIs [82]. In order to implement a law on
AI2AI interaction, Ashrafian [82] followed the declaration of human rights and reviewed
each article to see if it could be applied to AI or not. Kant’s categorical imperative could
also be used to create laws for AI [18].

6. Discussion

With AI spreading into almost every aspect of our lives, this article illustrates that
AI touches on pertinent ethical issues, effecting our society on social, environmental,
and economic levels [12,18]. This article set out to address the issue of a fragmented
discourse on the ethical management of AI by providing a synthesized framework (EMMA)
supporting both scholarly research and organizational implementation. As with most
ethical discourses, organizational or business ethics cannot be seen as black and white,
or right and wrong [83]. Although certain bottom lines are widely agreed upon (such
as the universal declaration of human rights, UDHR, of the United Nations), ethical
considerations bear a robust cultural imprint [23,84–86]. Nevertheless, this should not
impede scholars from highlighting the importance of ethical considerations. With AI’s
advancing capabilities, we assume the consideration of EMMA to be an ongoing quest for
organizations researchers.

In connecting the philosophical discourse with the managerial decision levels and
the PESTEL environmental dimensions, our operationalized instantiation of the EMMA
framework demonstrates a significant scholarly contribution for both range and impact [87].
To the best of our knowledge, it is the first comprehensive and holistic account focusing on
the issue of how to make AI ethics manageable in organizations. Providing a foundation
for a research field of managing AI ethics, our proposed positioning matrix and EMMA
framework help scholars to position their research projects and to address existing research
gaps. Complementarily, our instantiated EMMA framework can have a broad impact on
businesses and societies and may support management in assuming its ethical responsibil-
ity. Our positioning matrix allows managers to prioritize different AI projects according
to their potential importance for ethical consideration. The instantiation of our EMMA
framework serves as a managerial starting point, identifying key questions and conflict
lines as well as presenting possible effects of AI on different organizational decision-making
levels and environmental dimensions. So, what can we, as a community, do?

Lastly, we would like to acknowledge that philosophical sciences are more experienced
in pure ethics research, computer sciences in AI, management sciences in management,
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and the like. However, this article highlights that EMMA is a cross-sectional topic in need
of research and scholars able to connect different “scholarly conversations,” in line with
the reasoning for cross-paradigm and interdisciplinary research [88,89].

7. Limitations and Avenues for Future Research

Our article is not free of limitations. First, in proposing the research subfield of EMMA,
an EMMA framework has been introduced on an overarching level. With our guiding
questions in mind, future research can further explicate our foundation, for instance,
by deriving specific (and potentially commensurable) managerial guidelines to ethically
manage and evaluate AI for a particular environmental, organizational, cultural, or further
specificities (e.g., [90–92]). Second, this article focuses on the ethical perspective. In
future accounts, the interlinkage of employees’ and decision-makers’ moral values with
organizational ethics may receive further elucidation—for instance, drawing on the value
management discourse (e.g., [93,94]). Third, as for all literature review based approaches,
we were limited to the articles accessible to us during the review process. Hence, future
research can expand and challenge our results and propositions by conducting a new
review.

8. Conclusions

In this article, we examined the current extent to which research and practice has
engaged with the challenge of managing the ethical aspects of including AI in products and
services, potentially leading to unintended ethical consequences. Based on our literature
review results, we concluded that this topic is in its infancy, lacking a clear framework
of what to consider. Against this background, we developed a general EMMA frame-
work, consisting of the interrelation of managerial decision, ethical considerations and
environmental dimensions. We operationalized this framework to develop a set of research
questions, which we consider to be at the core of future EMMA research.

In sum, we encourage scholars to build on our work and to provide their perspectives
on EMMA. In times of increasingly accelerating technology cycles, we should not forget
about the ethical implications of our actions. In all modesty, we hope for our EMMA
framework to spark an essential discourse on how to make theoretical considerations about
ethics feasible and manageable—a discourse whose time seems to have come.
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Appendix A

Table A1. Meta ethics.

Ethics Sub-Stream Philosophical Approach Principles Sources

Antinatalism
Metaphysical antinatalism

Modern antinatalism
(Schopenhauer)

Why we should not create
new humans [74]

Modern hermeneutics and
existential philosophy

Being and Time (Heidegger) Hermeneutic Phenomenology
Ontological approach [49]

Table A2. Normative ethics.

Ethics Sub-Stream Philosophical Approach Principles Sources

Consequentialist
Actions ethical if outcome
viewed as beneficial

Max Weber:
Ethics of Conviction

Tradition
Institutionalized patterns
Charisma
Leaders’ persuasiveness
Legal
Legitimacy by adhering to
impersonal rules and
universal principles subject to
suitable legal–rational
reasoning

[95,96]

Deontological
Actions ethical if adhering to
institutional rules, regulations,
laws, and norms—including
socially accepted norms

Max Weber:
Ethics of Responsibility
—>Great Principles of
Justice (Norbert Wiener)

Societies should be built on:

1. Principle of Freedom
2. Equality
3. Benevolence
4. Minimum Infringement

of Freedom

Virtues (Plato and Socrates)
Character of a moral agent as
driving force; actions as a
reflection of the moral
character

Plato’s virtues

1. Courage
2. Justice
3. Temperance
4. Prudence/Wisdom
5. (Dignity)

[97]
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Table A3. Applied ethics (business ethics).

Ethics Sub-Stream Philosophical Approach Principles Sources

Computer and Information Ethics

Great Principles of Justice
(Norbert Wiener)

1. Principle of Freedom
2. Equality
3. Benevolence

Minimum Infringement of Freedom

[98]

Ethics methodology of
Norbert Wiener:

1. Identify an ethical question or case
2. Clarify any ambiguous

ideas/principles
3. Apply already existing, ethically

acceptable principles, laws, rules, and
practices

Use the purpose of a human life plus the
great principles of justice to find a solution

Recently introduced topics of
business ethics

1. Online ethics
2. “Agent” ethics
3. Cyborg ethics
4. The “open source movement”
5. Electronic government
6. Global information ethics
7. Computing for developing countries

Ethics and nanotechnology

Kantian artificial moral agents According to Categorical Imperative [70]

Table A4. Descriptive ethics (criminal perspective).

Ethics Sub-Stream Philosophical Approach Principles Sources

Wrong ethical action →

Consequence → Function of
punishments

Absolute punishment theory
(Kant/Hegel)
Punishment necessary

Retaliation theory
Atonement theory
Theory of debt settlement

[99]Relative punishment theory
Punishment necessary to
avoid repetition of wrong
actions

Specialized prevention
e.g., imprisoning→
preventing further actions
Resocialization
Improving
General prevention
Change societal means

Purpose/Deliberation of
Action

1. Harmful action with intention
2. Harmful action without intention
3. Unharmful action becomes harmful through manipulation

[54]

Individuals’ actions

Reasoning
Cognitive Control
Emotional/Affective [55]

Perspectives
Individual
Organizational
Societal

[100]
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Abstract: The paper examines today’s debate on the legal status of AI robots, and how often scholars
and policy makers confuse the legal agenthood of these artificial agents with the status of legal
personhood. By taking into account current trends in the field, the paper suggests a twofold
stance. First, policy makers shall seriously mull over the possibility of establishing novel forms
of accountability and liability for the activities of AI robots in contracts and business law, e.g.,
new forms of legal agenthood in cases of complex distributed responsibility. Second, any hypothesis
of granting AI robots full legal personhood has to be discarded in the foreseeable future. However,
how should we deal with Sophia, which became the first AI application to receive citizenship of any
country, namely, Saudi Arabia, in October 2017? Admittedly, granting someone, or something, legal
personhood is—as always has been—a highly sensitive political issue that does not simply hinge
on rational choices and empirical evidence. Discretion, arbitrariness, and even bizarre decisions
play a role in this context. However, the normative reasons why legal systems grant human and
artificial entities, such as corporations, their status, help us taking sides in today’s quest for the legal
personhood of AI robots. Is citizen Sophia really conscious, or capable of suffering the slings and
arrows of outrageous scholars?

Keywords: artificial intelligence; legal agent; liability; personhood; responsibility; robotics

1. Introduction

The legal personhood of robots has been a popular topic of today’s debate on the normative
challenges brought about by this technology. In 2007, for example, Carson Reynolds and Masatoshi
Ishikawa explored the scenarios of Robot Thugs, namely, machines that choose to commit and,
ultimately, carry out a crime: their aim was to determine whether and to what extent these machines
can be held accountable [1]. Three years later, I expanded this analysis on agency and criminal
responsibility, to the fields of contracts and extra-contractual liability [2]. In homage to Reynolds and
Ishikawa’s creature Picciotto Roboto, my next paper then provided a concise phenomenology on how
smart AI systems may affect pillars of the law, such as matters of criminal accountability, negligence,
or human intent [3]. In 2013, I summed this analysis up with my monograph on The Laws of Robots [4].
There, I suggested a threefold level of abstraction, so as to properly address today’s debate on the legal
personhood of robots and smart AI systems, that is:

(i) The legal personhood of robots as proper legal “persons” with their constitutional rights
(for example, it is noteworthy that the European Union existed for almost two decades without
enjoying its own legal personhood);

(ii) The legal accountability of robots in contracts and business law (for example, slaves were neither
legal persons nor proper humans under ancient Roman law and still, accountable to a certain
degree in business law);
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(iii) New types of human responsibility for others’ behaviour, e.g., extra-contractual responsibility or
tortuous liability for AI activities (for example, cases of liability for defective products. Although
national legislation may include data and information in the notion of product, it remains far
from clear whether the adaptive and dynamic nature of AI through either machine learning
techniques, or updates, or revisions, may entail or create a defect in the “product”).

Against this framework, the aim of the paper is to shed further light on such threefold status that
AI robots may have in the legal domain, by taking into account what has happened in this domain of
science, technology, and their normative challenges over the past years. Whereas most legal systems,
so far, have regulated the behaviour of AI robots as simple tools of human interaction and hence,
as a source of responsibility for other agents in the system [4], have advancements of technology
affected this traditional framework? Do certain specimens of AI technology, such as smart humanoid
robots, recommend that we should be ready to grant some of these robots full legal personhood
and citizenship? Or, would such legislative action be morally unnecessary and legally troublesome,
in that holding AI robots accountable outweighs the “highly precarious moral interests that AI legal
personhood might protect” [5]?

To offer a hopefully comprehensive view on these issues, the paper is presented in three parts.
First, focus is on current trends of AI technology and robotics, so as to stress both benefits and threats
of this field. Then, attention is drawn to the confusion that prevails in most of today’s debate between
the legal personhood of AI robots and their legal accountability in contracts and business law. Finally,
the analysis dwells on the pros and cons of granting AI robots full legal personhood, as opposed to
the status of legal accountability, or as a source of responsibility for other agents in the legal system.
At the risk of being lambasted for reactionary anthropocentrism, the conclusion of the paper is that
such a quest for the legal personhood of AI robots should not have priority over the regulation of more
urgent issues triggered by the extraordinary developments in this field.

2. Current Trends of Robotics

To shed light on today’s debate on the legal personhood of AI robots, it is important to briefly
put this debate into perspective. Robots materialized as a reprogrammable machine operating in a
semi- or fully autonomous way, so as to perform manufacturing operations, more than fifty years
ago. Inspired by the research of George Devol and Joseph Engelberger, robots were deployed in the
automobile sector since 1961, i.e., the UNIMATE robot removing die-casting and performing spot
welding in a General Motors factory in New Jersey. In the early 1980s, such a use of robots within the
automobile sector became critical. The Japanese industry attained a strategic competitiveness through
the large-scale use of this technology in their factories, reducing their costs and increasing the overall
quality of their cars. This trend went on until the early 2000s, when certain individuals still had the
impression that robotics was too dependent on the automobile industry. Remarkably, in the Editorial

to the World 2005 Robotics Report of the Economic Commission for Europe and the International
Federation of Robotics, Åke Madesäter raised this risk: “In the period 1997–2003, the automotive
industry in Spain received 70% of all new robot installations. In France, the United Kingdom and
Germany the corresponding figure amounted to 68%, 64% and 57%, respectively” [6].

In the same years as covered by the UN World report, however, the field of robotics opened up
to a profound transformation, a “revolution”, according to many scholars [7,8]. The first step of this
diversification concerned the set of water-surface and underwater unmanned vehicles, or “UUVs”,
employed for remote exploration work and the repairs of pipelines, oil rigs and so on. This set
of robotic applications started developing an amazing pace since the mid-1990s. Then, it was the
turn of unmanned aerial vehicles (“UAVs”), or systems (“UAS”), that upset the military field in the
mid-2000s [9]. A few years later, time was ripe for the advent of self-driving cars: whereas the Nevada
Governor signed a bill into law in June 2011 that for the first time ever authorized the use of driverless
cars on public roads, other states in the U.S. soon followed suit. In September 2017, the House of
Representatives passed a bill, the Self Drive Act, which aims to provide a much-needed federal
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framework for the regulation of autonomous vehicles. While the panoply of robots available out
there suggests further candidates for the next robotic revolution in the field of service applications for
personal and domestic use, such as robots for home security and surveillance, for handicap assistance,
or just for fun and entertainment, we should not miss a crucial, twofold aspect of this trend. On the
one hand, robots are progressively connected to the Internet: avoiding the shortcomings of traditional
approaches, such as on-board computers for robots, the troubles with the computing power of such
machines have increasingly been addressed by connecting them to a networked repository on the
Internet, allowing robots to share the information required for object recognition, navigation and task
completion in the real world. On the other hand, the field of robotics is more frequently intertwined
with advancements of artificial intelligence (‘AI’), to such an extent that even the definition of robot
has evolved over the past decades. Some argue that we are dealing with machines built basically upon
the mainstream “sense-think-act” paradigm of AI research [10]. Sebastian Thrun, former director of
the AI Laboratory at Stanford, California, similarly reckons that robots are machines with the ability to
“perceive something complex and make appropriate decisions” [8] (p. 77). Although we still have not
obtained either machines that are capable of doing any work men can do, or the solution for the problem
of creating proper artificial intelligence within “25 years” [11], or “the current generation” [12], we are
dealing with machine-learning systems that (i) increasingly define or modify their decision-making
rules autonomously; (ii) improve their knowledge and skills through the interaction with other artificial
agents, smart things, or human fellows in the surrounding environment; and, (iii) respond to the stimuli
of such environment, by modifying their own properties, or inner states [4]. Among the ingredients
that made the convergence between computer sciences, AI and robotics possible, we should list the
improvement of more sophisticated statistical and probabilistic methods, the growing availability of
huge amounts of data and of massive computational power, up to the transformation of places and
spaces into IT-friendly environments, e.g., smart cities and domotics.

As to the specimens of such smart machines like Blue Frog Robotics’ Buddy, SoftBank’s Pepper,
or Asus’s Zenbo, it is worth mentioning two further applications in this context. The first one is Vital,
a robot developed by Aging Analytics UK, who was appointed in May 2014 as a board member of
the Hong-Kong venture capital firm Deep Knowledge. The reasons for this appointment hinged on
the ability of Vital to foretell good investments in the field of therapies for age-related syndromes,
pinpointing market trends that otherwise would be under the human radar. Whereas AI machines
will sensibly improve their adaptive decision-making rules over the next years, it seems fair to admit
that trends of humans delegating complex cognitive tasks to robots and AI systems will reasonably
increase as well. For example, in October 2016, a Finnish OMX-listed company, Tieto, appointed Alicia
T, an AI expert system, as a member of the leadership team of its new data-driven businesses unit.
According to Tieto’s website, Alicia T. will not only become a full-fledged member of the management
team, but also possess the capacity to cast votes: “AI will help the management team to become truly
data-driven and will assist the team in seeking innovative ways to pursue the significant opportunities
of the data-driven world”.

Then, we have the case of Sophia, a social humanoid robot developed by Hong Kong-based
company Hanson Robotics, in collaboration with Google’s parent company Alphabet and
SingularityNET, which provide for Sophia’s voice recognition system and AI software, respectively.
Activated in April 2015, Sophia made her first public appearance in Austin, Texas, in March 2016.
As the Wikipedia entry claimed in early 2018, “interviewers around the world have been impressed by
the sophistication of many of Sophia’s responses to their questions, (although) the bulk of Sophia’s
meaningful statements are believed by experts to be somewhat scripted”. Wikipedia entry has
meanwhile been updated, insisting now on the “controversy over hype in the scientific community”.
Nonetheless in October 2017, as a matter of fact, Sophia became the first AI application to receive
citizenship of any country, namely, Saudi Arabia; a month later, ‘she’ was named the first Innovation
Champion of the United Nations Development Programme, the first non-human to be given any
UN title.
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Obviously, one may wonder why on earth Saudi Arabia has enrolled Sophia as a citizen of her
own, much as the UN celebrating Sophia as an innovation champion. Yet, some months earlier,
in February 2017, the European Parliament adopted a proposal, in which the EU institution invites
the European Commission “to explore, analyze and consider the implications of all possible legal
solutions, (including) ... creating a specific legal status for robots in the long run, so that at least
the most sophisticated autonomous robots could be established as having the status of electronic
persons responsible for making good any damage they may cause, and possibly applying electronic
personality to cases where robots make autonomous decisions or otherwise interact with third parties
independently” (§59f of the document).

Admittedly, current trends of AI and robotics have suggested some pessimistic views. In 2015,
for instance, the Future of Life Institute released an open letter addressing the challenges and threats
posed by this technology: “Its members—and advocates, among which Bill Gates, Elon Musk,
and Stephen Hawking—are concerned that as increasingly sophisticated achievements in AI
accumulate—especially where they intersect with advances in autonomous robotics technology—not
enough attention is being paid to safety”. A year later, the White House Office of Science and
Technology Policy (OSTP) conducted a series of public workshops on questions of AI and policy,
releasing a final report on how to tackle such issues, as fairness, accountability, or social justice,
through means of transparency [13]. While the European Parliament’s Committee on Legal Affairs and
the UK House of Commons presented similar reports in 2017, an Industry Connections Program within
the IEEE Standards Association issued its own document, namely, The Global Initiative on Ethical of

Autonomous and Intelligent Systems from December 2017, in which the normative challenges and ethical
threats of this kind of technology are similarly taken into account. In light of the manifold AI robotics
applications and of the multiple, and even opposite, normative views of legislators, experts, and
opinion makers, on whether or not legal systems should grant AI robots their “electronic personhood”,
is there any chance to orient ourselves?

The next step of the analysis has to set the proper level of abstraction, in order to take sides in
today’s debate. From a methodological viewpoint, the aim is to determine the interface that makes an
investigation of some crucial aspects of the legal system possible, so as to comprise a set of features
representing the observables and variables of the analysis, the result of which provides a model for the
field [4]. From a substantial perspective, we should distinguish the analysis of the technology that is
subject to legal regulation, and the set of legal notions that are at stake with matters of accountability,
liability, and responsibility. Next sections explore this twofold aspect of the problem separately.

3. Levels of Abstraction

A main source of misunderstandings in today’s debate on the legal personhood of AI robots has
to do with the ways in which the different kinds of issues, interests, or goods that are at stake with
their behaviour, are confused in a Hegelian night where all kinds of legal status look grey. Going back
to the aforementioned European Parliament’s proposal from February 2017, for example, it is unclear
whether “the status of electronic persons” refers to the full legal personhood of robots as proper legal
“persons”, or regards their legal accountability in contracts and business law, or both. This confusion
reappears with certain scholars. Some claim, “that for a computer agent to qualify as a legal agent it
would need legal personhood. Both meanings of ‘agency’ raise questions as to the desirability of legal
personhood of bots” and other artificial agents such as robots [14]. Others argue that granting robots
legal personhood would prevent “the debates over slavery” that “remind us of uncomfortable parallels
with the past” and “reflect ongoing tension over humanity’s role in an increasingly technologized
world” [15] (p. 186). More recently, this confusion between legal personhood and accountability of AI
robots reappears in [5]. Here, the reason legal systems should not confer legal personhood on “purely
synthetic entities” has to do with moral reasons and the abuse of legal person status by robots and
those that make them, i.e., either robots as liability shields, or robots as themselves unaccountable
rights violators.
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A proper level of analysis has thus to be set, in order to stop comparing apples and oranges,
namely, the apples of legal accountability and the oranges of legal personhood. (In this context, a third
hypothesis on AI robots as a source of responsibility for other agents in the system is set aside, e.g.,
current work for the amendment of the EU directive no. 374 from 1985 on liability for defective
products.) Correspondingly, attention should be drawn to three different kinds of reasoning, which
can be summed up as follows: (i) if apples, i.e., robots as accountable agents, then we have oranges;
(ii) if apples, then we should have oranges; and, (iii) if we do not have apples, then neither oranges as
a result.

As to the first kind of argument, according to which the legal agency of AI robots would require
their legal personhood [5,14,15], it is not necessary to resort to the example of the legal status of
slaves under ancient Roman law to show that forms of dependent or restricted legal status, such as
agents in contract law, are not essentially intertwined with forms of independent legal personhood.
For example, the European Union existed for almost two decades without enjoying its own legal
personhood. Therefore, scholars may discuss about different types of apple, namely, registering AI
robots like corporations, or bestowing them with capital, or making the financial position of such smart
machines transparent, without resorting to any kind of AI personhood. From the different types of
apples under scrutiny in today’s research, in other words, it does not follow that AI robots necessarily
turn out to be an orange, thereby enjoying some form of full legal personhood.

The second kind of argument is normative, for it claims that, once AI robots are conceived of as
agents in contracts and business law, then they should be treated as legal persons. The normative
ground of this reasoning rests on the reasons why legal systems grant human persons full legal
personhood. As we will see later in the next section, such reasons have to do with the moral status of
humans, their intrinsic worth and capability to suffer, their consciousness, and so forth. In the tradition
of human rights declarations, the reference value is given by the idea of dignity, e.g., Article 1 of the
Universal Declaration of Human Rights (UDHR), and Protocol 13 of the European Convention on
Human Rights (ECHR). The problem with this second kind of argument is that different types of AI
robotic agenthood can be examined, regardless of whether or not such artificial agents are conscious,
capable to suffer, or experience emotions, desires, pleasures, or pain. What is at stake with the legal
agenthood of AI robots and their accountability has to do with matters of efficiency in transactions
and economic affairs, rather than any kind of AI robotic dignity. Advocates of the argument, according
to which the legal agency of AI robots should require their legal personhood e.g., [15], have thus to
preliminarily demonstrate that such artificial agents possess some of the requisites that legal systems
usually take into account, in order to grant humans their full legal personhood.

Yet, there is a variant of the second argument, which likens the status of robots to the legal
personhood of corporations. In both cases, so goes the reasoning, once we admit that AI robots and
corporations are agents in contracts and business law, then—for reasons that hinge on the efficiency
of economic affairs and transactions—they should be considered as full legal persons. Admittedly,
the idea of registering AI robots just like corporations is popular among scholars [16–18]. As claimed
by others, moreover, “existing laws might provide a potentially unexpected regulatory framework for
autonomous systems” [19]. According to this view, we should not amend the current law, to admit that
AI robots may “inhabit” a company and “thereby gain some of the incidents of legal personality” [19].

However, going back to the variant of our second argument, there are three problems. First,
the corporate solution for the legal agenthood of AI robots is only one among several technical options
that scholars have suggested over the past years, in order to tackle problems of accountability for AI
robotic behaviour. Scholars have proposed registries for artificial agents, insurance policies, or modern
forms of the ancient Roman legal mechanism of peculium, namely, the sum of money or property
granted by the head of the household to a slave or son-in-power [4]. What all these cases illustrate is
that legal systems can properly address the challenges of the agenthood of AI robots in contracts and
business law, without embracing any form of corporation and hence, any kind of legal personhood of
AI robots. In light of the examples in the previous section, we can thus say that the status of Vital or
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Alicia T. may even make sense, without endorsing any kind of citizenship status for Sophia. Second,
the extent of the legal personhood of corporations dramatically varies among legal systems. Contrary
to the US tradition, for example, most EU companies do not enjoy their own privacy rights, or their own
political rights, such as freedom of speech [20]; corporations cannot be held criminally responsible [21],
and so forth. This latter scenario is at odds with that which advocates of the legal personhood of AI
robots usually claim: at least in Europe, the corporate solution for the legal personhood of AI robots
would be a Pyrrhic victory. Third, we have to take into account the opinion of those who oppose
granting robots the status of legal persons just like corporations. According to this view, “there are two
kinds of abuse that might arise at the expense of human legal rights—humans using robots to insulate
themselves from liability and robots themselves unaccountably violating human legal rights” [5]
(p. 285).

This latter argument on the “two abuses” can be understood both as a critique of the just like
corporation-view and as an illustration of the third kind of confusion in today’s debate between the
legal agenthood and the legal personhood of AI robots. As to the first aspect of this stance, its advocates
claim, the personhood of artificial agents could be a means to shield humans from the consequences
of their conduct. In light of the International Tin Council case before the House of Lords in October
1989, “the risk (is) that electronic personality would shield humans actors from accountability for
violating rights of other legal persons, particularly human or corporate” [5] (p. 287). Although this
possibility is for real, we should also pay attention to the other way around, namely, cases in which the
intricacy of the interaction between humans and computers can make it extremely difficult to ascertain
what is, or should be, the information content of the natural or artificial entity, as foundational to
determining the responsibility of individuals. Such cases of distributed responsibility that hinge on
multiple accumulated actions of humans and computers may lead to cases of impunity that already
have recommended some legal systems to adopt new forms of criminal accountability. Think of the
collective knowledge doctrine, the culpable corporate culture, or the reactive corporate fault, as ways
to determine the blameworthiness of corporations and their autonomous criminal liability [22].

Still, in addition to the risk of AI robots as liability shields, advocates of the “two abuses”-doctrine
raise the further threat of robots as themselves unaccountable right violators. In a nutshell, the problem
revolves around who could represent the artificial agent in a legal dispute and moreover, how we
should deal with issues of robot insolvency. Although as we have seen above in this section, legal
systems could establish mechanisms for AI robots to own property or hold accounts, much as requiring
the creators of robots to place initial funds in such accounts, “money can flow out of accounts just
as easily as it can flow in; once the account is depleted, the robot would effectively be unanswerable
for violating human legal rights” [5] (p. 288). Traditional punitive sanctions of the law, such as jail
time for criminal insolvency, would be unavailable, unsatisfying, or ineffective. As a result, we may
envisage the malfunctioning of AI robots or their manipulation that cause or fuel human wrongdoing,
if not properly detected and recovered, thus making people vulnerable to systematic recourse to such
artificial systems. In addition, we should expect a novel wave of AI crimes and wrongdoing, after the
1990s generation of computer crimes set up by national legislators, such as new forms of AI Ponzi
schemes [22].

There are, however, two further problems with this narrative on AI robots representing a threat
as unaccountable right violators. The first issue is empirical, and has to do with scholarly work and
legislative measures as to how to hold such artificial agents accountable. Whereas, as previously
stressed, scholars have suggested different kinds of strategies, as registries, insurance policies, modern
forms of peculium, and the like, some institutions, as the Japanese government, have worked out
a way to address these issues through the creation of special zones for robotics empirical testing
and development, namely, a form of living lab, or Tokku. Significantly, the special zone of Tsukuba
was set up in 2011, in order to understand how AI safety governance and tax regulation could be
disciplined [23]. Thus, we can dismiss this part of the “two abuses”-doctrine as an empirical issue
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concerning how legal systems could properly keep the legal agenthood of AI robots under control,
and make them accountable.

However, how about the further claim of the “two abuses”-doctrine? Should we buy the idea that
once AI robots are a mere liability shield, or rather potential unaccountable rights violators in contracts
and business law, no legal personhood shall follow as a result?

The fallacy of the argument concerns once again the confusion between apples and oranges,
that is, between the legal agenthood of AI robots in contracts and business law, and their legal
personhood. There are several instances of how legal systems might grant rights of personhood,
independently of matters that regard accountability in economic affairs. As to the rights of human
persons, think about minors and people with severe psychological illnesses, who cannot be deprived of
their legal personhood as espoused in certain rights despite such illnesses, or emotional and intellectual
immaturity, as occurs with e.g., the 1989 UN Convention on the Rights of the Child. As to the set
of legal persons, consider the legal personhood that is enjoyed by such non-human entities, as the
Whanganui river and Te Urewera national park in New Zealand, the Ganges and the Yamuna rivers
in India, up to the entire ecosystem in Ecuador. Therefore, the question is not about whether the
legal agency of AI robots would—or should—require their legal personhood, or whether the legal
personhood of AI robots should vice versa be subject to their accountability in contracts and business
law. Rather, the problem has to do with the reasons why legal systems usually grant humans their
legal personhood, and whether AI robots meet such requirements.

4. AI as Legal Persons

The previous section has stressed some of the reasons why legal systems usually grant humans
their legal personhood. According to the philosophical stance, or ideological options scholars adopt,
such motives are often referred to either the moral status of humans and the protection of their dignity,
or their capability to suffer, along with further elements, such as human consciousness, intentionality,
desires, and interests. Some of these requisites, e.g., capability to suffer and (a certain degree of)
consciousness, have been evoked to extent the sphere of legal personhood to other natural agents,
such as animals [24]. Others have debated whether such extension could comprise some artificial
agents. In his seminal 1992 article on the Legal Personhood for Artificial Intelligences, for example,
Lawrence Solum examines three possible objections to the idea of recognizing rights to those artificial
agents, or intelligences (AIs), namely, the thesis that “AIs Are Not Human” [25] (pp. 1258–1262);
“The Missing-Something Argument” [25] (pp. 1262–1276); and, “AIs Ought to Be Property” [25]
(pp. 1276–1279). Remarkably, according to Solum, there are no legal reasons or conceptual motives for
denying the personhood of AI robots: the law should be entitled to grant personality on the grounds
of rational choices and empirical evidence, rather than superstition and privileges. “I just do not know
how to give an answer that relies only on a priori or conceptual arguments” [25] (p. 1264).

We may accept Solum’s argument that scholars cannot, on conceptual grounds, rule out in
advance the possibility that AI robots should be given the status of legal personhood; still, we have
to face three different kinds of problem with this new legal status. First, attention should be drawn
to “the missing-something problem”. Although certain scholars claim that AI robots would already
have the capability of fulfilling the awareness requirements in criminal law, together with “the mental
element requirements of both intent offenses and recklessness offenses” [26] (p. 99), current AI
robots lack most requisites that usually are associated with granting someone, or something, legal
personhood: such artificial agents are not self-conscious, they do not possess human-like intentions,
or properly suffer. This does not amount to say that the levels of autonomy, self-consciousness,
and intentionality—which arguably are insufficient to grant AI robots their full legal personhood
today—are inadequate to produce relevant effects in other fields of the law, e.g., the legal agenthood of
artificial agents in the field of contracts and business law, as previously explored above in Section 3.
Otherwise, we would incur in the same kind of confusion that has been stressed apropos of, say,
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the “two abuses”-doctrine, by simply reversing the terms of such argumentation, that is, if AI robots
do not meet the requisites of legal personhood, then they cannot be legal agents either.

The second kind of problem concerns the consequences of granting AI robots legal personhood.
Once we admit there being artificial agents capable of autonomous decisions similar in all relevant
aspects to the ones humans make, the next step would be to acknowledge that the legal meaning of
“person” and, for that matter, of crimes of intent, of constitutional rights, of dignity, etc., will radically
change. Even Solum admits that, “given this change in form of life, our concept of a person may change
in a way that creates a cleavage between human and person” [25] (p. 1268). Likewise, others warn
that “the empirical finding that novel types of entities develop some kind of self-consciousness and
become capable of intentional actions seems reasonable, as long as we keep in mind that the emergence
of such entities will probably require us to rethink notions of consciousness, self-consciousness and
moral agency” [27] (pp. 558–559). At the end of the day, nobody knows to where this scenario may
lead. For instance, would a strong AI robotic lawyer accept the argument that “evil is not part of the
components of criminal liability” [26] (p. 93)? What if the AI robot, rather than an advocate of current
exclusive legal positivism, is a follower of the natural law tradition?

The third kind of problem has to do with how we should mediate today’s state-of-the-art and
Leibniz’s warning about our own ignorance: “every mind has a horizon in respect to its present
intellectual capacity but not in respect to its future intellectual capacity” [28] (p. 115). On the one hand,
some popular claims of today’s debate can be deemed as simply non-sense, such as the awareness of
AI robots, thus subject to retribution and deterrence, rehabilitation and incapacitation, down to capital
penalty e.g., [26]. Yet, on the other hand, the breath-taking advancements of technology in this field
recommend being prepared as to how we shall rethink notions of consciousness, self-consciousness
and moral agency. As previously stressed above in Section 3, some legislators and policy makers have
adopted forms of legal experimentation, e.g., the Japanese government’s special zones set up over
the past 15 years, as a way to address the normative challenges of AI robotics in a pragmatic way,
that is, through empirical testing and development [29]. Admittedly, some sort of Western Tokku can
increase our comprehension of risks and threats triggered by robots and smart AI systems, in order
to prevent their undesirable actions and keep them in check. In addition, we can grasp how such
systems may react in different contexts and whether robots and other AI agents ultimately meet
human needs. From a legal viewpoint, the set up of special zones for robotics empirical testing and
developing appears particularly relevant, because we can properly address on this basis the set of
potential issues brought about by the advancement of AI and robotics, e.g., a fleet of self-driving
cars for “public car sharing” [30]. In the traditional world of human drivers, many legal systems
had to introduce—in addition to compulsory insurance policies—public funds for the victims of road
accidents, e.g., the Italian legislative decree no. 209 from 2005. In the foreseeable world of autonomous
vehicles, hypotheses of accountable AI car systems may make sense because a sort of digital peculium,
embedded in the design of the system, can represent the smart AI counterpart to current public funds
for the victims of road accidents. Along these lines, it is worth mentioning that the former Italian data
protection authority has suggested that robots may soon become “data processors” pursuant to Article
28 of the EU regulation on data protection [31].

Whether or not this kind of legal experimentation and pragmatic approach will end up granting
AI robots full legal personhood, thereby transforming pillars of the law and such basic concepts,
as the idea of legal person, is of course a question that goes beyond our current Leibniz’s “horizon”.
In the meanwhile, we already mentioned the case of our first robotic citizen, Sophia, who is the first
non-human ever to be awarded by the UN too. Pace the empirical remarks and conceptual exercises
that have been summed up throughout this paper—taking into account more than 25 years of scholarly
debate in the field—what would the reasons for these legal steps be? By taking UDHR’s Article 1
and ECHR’s Protocol 13 seriously, where would the dignity of Sophia lie? Is she really conscious,
or capable to suffer the slings and arrows of outrageous scholars?

The time is ripe for the conclusions of this paper.
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5. Conclusions

Scholars properly stress, time and again, that the notion of person is a fiction in the legal domain.
While Ancient Roman lawyers recovered the term ‘person’ from the theater’s mask that actors used
to wear on stage, none of their definitions of legal person resembles today’s meaning of personhood.
Contrary to Roman ideas on the role of the parties in legal acts, or in a process, on the status of free
people, or enslaved persons, and so on, we currently associate the notion of person with the legal
subject that has rights (and duties) of its own. This is the definition that we find in chapter 16 of
Thomas Hobbes’s Leviathan, which has an origin in the ideas discussed by scholars of Canon Law in
the 1200s and 1300s. In his Commentary on Digestum Novum [32], for instance, Bartolus de Saxoferrato
(1313–1357) affirms that an artificial person, such as a monastery, is not a real person but rather, a fiction
that nonetheless “stands in the name of the truth” (pro vero) [32]. This equalization between natural
persons and artificial persons, between humans and legal entities, such as a mission, or a corporation,
triumphed with the tenets of legal positivism and formalism in the 1800s. The great Roman scholar,
Friedrich August von Savigny, makes this point clear in his System of Modern Roman Law (1840–1849)
ed. (1979). Here, Savigny admits that only humans have rights and duties of their own and still,
the Law has the power to grant such right of personhood to anything, be it monasteries or corporations,
governments or ships in maritime law, rivers in New Zealand or India, down to the entire ecosystem
in Ecuador.

Legal fictions have real effects, though. Since Ancient Roman times, they concern for example the
procedural mechanisms that allow individuals to enforce their own rights, e.g., the actio in personam

which gives an individual the role of a party in a process or legal act. In addition, fictions may regard
the family status of an individual, e.g., adoptions, or when such individual should be considered
deceased, e.g., Article 4 of the Italian civil code on cases in which some legal effect depends on whether
someone outlived someone else and yet, it is impossible to determine such circumstance, so that both
persons are considered by the law as deceased at the same time.

This crucial real-life impact of legal fictions has thus recommended scholars to carefully mull over
whether and to what extent AI robots may create loopholes in the legal system and hence, whether
current provisions of the law should be modified, or amended. By distinguishing between the legal
agenthood of AI robots in contracts and business law, and the legal personhood of AI robots with
their constitutional rights, the paper has insisted on the reasons why we should not confuse such legal
statuses, so that two different outcomes follow as a result.

On the one hand, as to the legal agenthood of AI robots, it makes sense to consider new forms of
accountability and of liability in the field of contracts and business law, such as registries, or modern
forms of peculium. The aim is to prevent both risks of robotic liability shield and of AI robots as
unaccountable rights violators, while tackling cases of distributed responsibility that hinge on multiple
accumulated actions of humans and computers that may lead to cases of impunity. On the other hand,
as to the legal personhood of AI robots, current state-of-the-art has suggested that none of today’s
AI robots meet the requisites that usually are associated with granting someone, or something, such
legal status. Although we should be prepared for these scenarios through manifold methods of legal
experimentation, e.g., setting up special zones, or living labs, for AI robotic empirical testing and
development, it seems fair to concede that we currently have other types of priority, e.g., the regulation
of the use of AI robots on the battlefield [4].

Therefore, going back to the February 2017 proposal of the European Parliament, which was
mentioned above in Section 2, the final recommendation of this paper would be threefold: (i) in the mid
term, skip any hypothesis of granting AI robots full legal personhood; (ii) take seriously into account
the possibility of new forms of accountability and liability for the activities of AI robots in contracts
and business law, e.g., new forms of legal agenthood in cases of complex distributed responsibility;
and, (iii) test such new forms of accountability and liability through methods of legal experimentation.

However, going back to the current debate on the legal personhood of AI robots, we should
recognize that granting someone, or something, legal personhood is—and always has been—a highly
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sensitive political issue. In addition to rivers in New Zealand and India, or the entire ecosystem in
Ecuador, consider the legal jungle of the status, or condition, of individuals as legal members of a state,
e.g., people’s citizenship. As shown by the legal condition of Turks in Germany, or of some Brazilian
football players in Italy, or of young immigrants in US, this is the realm of political discretionary
power that sometimes turns into simple chaos, or mere sovereign arbitrariness. The recent case of
Saudi Arabia enrolling Sophia as a citizen of her own is hence unsurprising. It reminds us of Suetonius’
Lives of the Twelve Caesars (121 AD), in which we find Caligula planning to make his horse, Incitatus,
a senator, and “the horse would invite dignitaries to dine with him in a house outfitted with servants
there to entertain such events”.

From Incitatus to Sophia, the paper has stressed the normative reasons, according to which we
can evaluate whether granting legal personhood makes sense, or turns out to be a simple matter of
sheer chance and political unpredictability. In the case of legal persons, such as corporations, political
decisions have to do with matters of efficiency, financial transparency, accountability, and the like.
In the case of human fellows, the reference is to their dignity, consciousness, intrinsic worth, and so
forth. Certainly, we cannot prevent on this basis the odd decisions of legislators making robots citizens,
or horses senators. Yet, from Caligula’s horse to current Sophia, basic legal principles make clear when
political decisions on “persons” are incongruous, so that courts may one day overturn them for having
no rational basis.
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Abstract: The need for studies connecting machine explainability with human behavior is essen-
tial, especially for a detailed understanding of a human’s perspective, thoughts, and sensations
according to a context. A novel system called RYEL was developed based on Subject-Matter Experts
(SME) to investigate new techniques for acquiring higher-order thinking, the perception, the use
of new computational explanatory techniques, support decision-making, and the judge’s cognition
and behavior. Thus, a new spectrum is covered and promises to be a new area of study called
Interpretation-Assessment/Assessment-Interpretation (IA-AI), consisting of explaining machine
inferences and the interpretation and assessment from a human. It allows expressing a semantic,
ontological, and hermeneutical meaning related to the psyche of a human (judge). The system
has an interpretative and explanatory nature, and in the future, could be used in other domains of
discourse. More than 33 experts in Law and Artificial Intelligence validated the functional design.
More than 26 judges, most of them specializing in psychology and criminology from Colombia,
Ecuador, Panama, Spain, Argentina, and Costa Rica, participated in the experiments. The results of
the experimentation have been very positive. As a challenge, this research represents a paradigm
shift in legal data processing.

Keywords: interpretation-assessment/assessment-interpretation (IA-AI); hybrid artificial intelli-
gence system; mixture of experts (MOE); explainable case-based reasoning (XCBR); explainable
artificial intelligence (XAI); semantic networks (SN)

1. Introduction

There is a need for a computational framework that allows capturing, representingm
and processing the meta-knowledge [1] of a human in the context of the domain of dis-
course and study the behavioral response of a person in light of explanatory machine
techniques [2]. For example, in the legal area, it means to get an intelligent and coherent
explanation of the legal analysis made by a human in a particular scenario of a previous
case and find the reasons about why a particular law was used [3] in order to support
decision-making when other judges are dictating a resolution. This situation seems super-
fluous, but it is not, because it usually would imply navigating between a complicated
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set of theories that range from cognitive learning theories [4,5], instructional design [6],
cognitive theory [7], and information processing theory [8], among others. These theories
reveal how a judge can learn and support decision-making using the knowledge from other
judges and the sentences. In this particular investigation, there is a path that subsumes
and synthesizes in some way some parts of the previous theories and focuses them on a
practical point of application, and that leads directly to basal knowledge [9], and that is
the Subject-Matter Experts (SME) [10] from which the analysis of the merits of a case (legal
matter background) is the main activity of a judge. In this way, it is possible to lead efforts
to work with higher-order thinking [11] using the technology like a meta-media [12] to
manage meta-knowledge.

The study of the merits of a case involves analyzing the scenarios formed by the facts
associated with a case. A legal analysis consists of a judge perceiving [13] and analyzing the
facts and evidence, according to a determined legal posture [14,15]. It is to emphasize that
the behavioral response of a research subject, such as a judge, is diverse, so it is necessary
to investigate the response when using the framework in terms of functionality, usability,
and efficiency when analyzing the merits of a case.

Studying the judge’s behavior on accepting or rejecting the use of the framework
is not as simple as asking the judge if they agree, like, or think it is possible to use this
framework to do such work. This investigation is a complete challenge to the mental and
psychological scheme because there are rules in the domain of discourse that represent
substantial barriers to conduct experiments and studies in technology and human behavior
inside the jurisdictional area. The main barriers are: (1) That nothing and no one can
intervene in the decision-making of a judge, this is called judicial independence, and (2) the
judges have a high degree of discretion to make decisions, and nothing and no one can tell
them how or what decision to make [16,17]. So far, no research has evaluated the behavior
of the judges when faced with the use of a framework that helps them with the deep
analysis of a case by taking fragments of the human psyche [18] using meta-knowledge,
focusing on the perception [13], and adapting Artificial Intelligence (AI) [19] techniques
to explain that fragments. The psyche, in this research, is understood as the processes
and phenomena that make the human mind works as a unit that processes perceptions,
sensations, feelings, and thoughts, rather than a metaphysical phenomenon [18]. So, it is
understandable that the psyche is exceptionally complex; however, it is possible to explore
some deep traits and characteristics that can be expressed through layers of awareness [20]
or envelope [21] of knowledge, based on the perception a human has from objects and
relationships of the real-world. In this way, it is possible to express, through related
meta-knowledge fragments, the meaning, and purpose of someone in a specific context.

Thus, this research aims not only to investigate the behavioral development of the
judge when using new technology for in-depth analysis of cases but also to show com-
putational advances with a high impact in cognitive and psychological fields. So, this
research presents a Mixture of Experts (MOE) system [22,23] called RYEL [24–27]. This
system was created based on CBR guidelines [3,28–30] and Explainable Artificial Intelli-
gence (XAI) [31–33] using focus-centered organization fundamentals, which means the
organization of XAI and CBR is done and focus according to the perspective and approach
that a human has in a domain of discourse, meaning it is human-centric [34–36]. A human
interacts with the system through Explanatory Graphical Interfaces (EGI) [2], which are
graphic modules that implement computational techniques of knowledge elicitation [37] to
capture, process, and explain the perception of a human about facts and evidence from sce-
narios in a context. RYEL uses the method called Interpretation-Assessment/Assessment-
Interpretation (IA-AI) explained in [2] which consists not only in explaining machine
inferences but also the point of view that a human has using metadata from the real world
along with statistical graphs and dynamic graphical figures.

Various investigations try to obtain knowledge from past cases using the traditional
Case-Based Reasoning (CBR) approach in a legal context, such as [3,28,30,38–41]. In those
systems, CBR consists only of solving current cases according to how previous ones
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were solved, that is, in a deterministic way. This kind of solution is different in cap-
turing the judge’s interpretation and assessment of facts and provides an intelligent
simulation [42–45] that allows a legal analysis about the merits of the case. This approach
is an understudied approach concerned in identifying the perception of a judge about the
objects and relationships of the real world involved in a case, along with the machine’s
ability for capturing and processing that information and explaining it graphically on an
interface [46].

Thus, the novelty of this research not only lies in the societal impact of using XAI
and CBR to assist judges in resolving legal disputes between humans with the novel IA-
AI method to analyze the merits of a case, but also the behavioral study of the judge in
the face of this technology. Therefore, a balance in explaining the software design and
behavioral analysis of the judges is the key to reveal essential aspects of this investigation.
The following sections explain this balance.

2. Framework Design

Design Science research process proposed in [47] allowed the creation of the computa-
tional framework of RYEL explained in [2], implementing CBR life-cycle stages as shown
in Figure 1 as a guide to exchange and organize the information with the user. The sys-
tem design was developed in [24–26] as a hybrid system [48,49] implementing different
machine learning techniques for every CBR stages [28,30,38,39,41,50–52]. An adaptation
took place to implement the stages to graphical interfaces where the judge can manipulate
corresponding images representing connected facts and evidence of the scenarios. How
the scenarios show a definition, relationship, characterization, and description according
to a legal context using images allows the machine to acquire higher-order thinking [11]
from humans dynamically and graphically. By manipulating interrelated images, a human
expresses ideas and points of view. The system takes the images as inputs to carry out
a legal analysis simulation and generates a graphical explanation of the laws applicable
to the factual picture. Other judges use the explanations provided by the machine for
decision-making support.

The data overview diagram of the system consists of image inputs, evidence and facts
processing, norms and laws outputs, CBR articulating and processing the information
between the user and machine; organizing the inputs and outputs of the system as depicted
in Figure 2. The role of EGIs is to provide graphical interfaces that are used for human
interaction with a computer, called Human-Computer Interaction (HCI) [53], an example
of the interface is shown in Figure 3. The graphical techniques of the interfaces allow the
elicitation of human knowledge using the ligaments between the shape of images and
the content of its attributes, as well as the relationships between images. This means a
meta-media to manage higher-order thinking by combining the functionality of the EGIs,
for example, by combining the functions of the interfaces of Figure 4 with Figure 5. This
combination makes it possible to work with the range, importance level, order, and attribute
links between images. The role of IA-AI is to obtain the perception of a human from the
dynamic triangulation of attributes expressed with images, relationships, and unsupervised
algorithms [2].

Explanation of the system design must line up with the study of human behavior in
light of the cognitive field and technology. Thus, the following points allow alignment,
and the next sections explain them: (1) The cognitive environment [54] of the judge in order
to delineate the domain of discourse and understand both the computational nature of
the data and the behavioral study of the judge; (2) the knowledge representation, (3) the
computational legal simulation, and (4) the hybrid nature of the system.

71



Electronics 2021, 10, 1500

Figure 1. Stages of the case-based reasoning life-cycle, used in the RYEL system: Retrieve, reuse,
review, and retain.

Figure 2. Data overview diagram of the system: Image inputs, evidence and facts processing, and
norms and laws outputs.
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Figure 3. EGI: The graphic arrangement of images according to the interpretation and assessment of
a judge on a simplified legal scenario related to a stabbing in a homicide case.

Figure 4. EGI allows the evaluation and listing of links between facts and evidence in a scenario.
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Figure 5. Judges use EGI to classify the granules of information in a case according to their perspective.
The levels represent the degree of interest (importance), and the location of each granule within each
level represents the order of precedence (range). Again, the granules can represent facts or evidence,
as well as other case data.

2.1. Cognitive Environment

A judge may have extensive knowledge. However, the system focuses on how a judge
understands information from scenarios in a context, as shown in Figure 6. This figure
explains the definition of understanding in this research in terms of (1) perception, (2) per-
spective, and (3) interpretation. These words seem to be standard and straightforward
terms, but the system treats them as part of its nature and requires explanation.

Figure 6. This figure shows the cognitive legal information and relationship-interaction between the
perception, perspective, and interpretation.
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Perception in [13] is a mental process that involves activities such as thought, learning,
memory, and others, along with a link to the state of memory and its organization. It is
a subjective state where a person captures and understands, in their way, the qualities of
objects and facts from the real world. Therefore, a judge may have a different perception of
the information between one file and another. For example, a judge in a Domestic Violence
Court has grasped, learned, and is aware that the defendant from the beginning is an
alleged aggressor given a situation of vulnerability over the victim. However, a judge in
Criminal Court has learned and understood that the “Principle of Innocence” must be used
with a defendant, which presumes the state of not being guilty until proven otherwise.

Perspective in [55] is the point of view from which an issue is analyzed or considered.
The perspectives can influence people’s perceptions or judgments. The judges’ perceptions
could change according to their attitude, position, or considerations about facts, objects,
individuals, entities, or type of work. The annotations of a case, which are information
from the legal file, can be analyzed using a different perspective; for example, a judge in a
Criminal Tax Investigation Court may see the action of hitting a person as not so severe or
even belittle it, while a judge in a Domestic Violence Court can see it as very serious.

Interpretation in [56] means expressing or conceiving a reality personally or attributing
meaning to something. Thus, the judges could conceive an annotation from the legal file
according to their reality and attribute and then assign a meaning. Consider this example,
shooting to a person can be interpreted by a judge in a criminal court as an act of personal
defense and assess it as a reason to preserve life, while another judge, from the same court,
may interpret it as an act of aggression and assess it as a reason to steal something.

The system handles the interpretation and assessment made by a judge as two separate
but interacting processes. In order to understand this interaction, consider the following
example; person X assesses the help a person Y gave them in a trial, but person X cannot
interpret the reasons of the help, because person Y is their enemy, or else, person X
interprets that their enemy helped them in a trial because they want something from him.
For that reason, the help is not so valued by person X. This example shows how the
interpretation and assessment interact in this investigation.

In the file, how a judge understands the facts and evidence is not recorded. Cur-
rently, a file only contains the final decision of a judge supported by motivations and
underpinnings of the law, along with chunks of structured data like “the outcome”, “the
considering”, and “the therefore” as described in [17,57]. Thus, this unrecorded information
is precisely the most important to understanding the perception of a human. The graphical
techniques and explainable methods [33], in this investigation, allow to capture and detail
this information.

2.2. Knowledge Graph

Internally, the system transforms images and relationships representing the scenarios
of a case into directed graphs called Knowledge Graphs (KG) [58–60], which contain object
types, properties, and relationships from real criminal cases. Through graphic media,
the judge can obtain information about the ontological content [61] processed by the
images. After the image transformation, each scenario is converted to a set of nodes and
edges, representing facts or evidence along with the relationship that explains their bond,
which translates into hermeneutical content [62]. There may be more than one scenario
per legal case. The expressive semantic nature [63] of the KG allows for having different
graphical forms [46] to show the reasoning of a judge and to understand the use of law in
a proven fact (fact whose evidence accredits it as a true) in a crime. In [64] the KGs have
been prevalent in both academic and industrial circles in these years because they are one
of the most used approaches to integrate different types of knowledge efficiently.

Usually, the judge performs the mental process of relating legal concepts of the
scenarios to find the meaning of the information provided by the parties in conflict. Thus,
to determine whether the facts are truthful, the judge makes groups of evidence and links
them to the facts. The groups, data type, and relationships in the legal scenarios mold a
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network that expresses meaning. Therefore, a network is generated and is visualized as
Semantic Networks (SN) [65–67] by the system.

In [68], the SN is a directed graph composed of nodes, links, or arcs, as well as labels
on the links. KG in [63] is a type of SN, but the difference lies in the specialization of
knowledge and in creating a set of relationships. Thus, the knowledge structure depends
on the domain of application, and graph structure changes according to the knowledge
expressed. Since the system translated images into nodes describing physical objects,
concepts, or situations in a legal context, the relationships (edges) between images are
transformed into links and express a connection between objects in legal scenarios. Links
have labels to specify a particular relationship between the objects of the legal case. Thus,
nodes and edges are a means to make the structure of legal knowledge. In this way, the use
of images and relationships allows the construction of KG that represents the judge’s
knowledge after having interpreted and evaluated the facts and evidence contained in the
scenarios, and this is the reason why the graphs include information about properties types
and relationships between entities. An entity can be an object, a person, a fact, a proof,
or the law.

Human Interaction

The judge can access graphic resources in the form of images representing legal
elements [16] which are pieces of juridical data made of evidence and facts, as shown in
Figure 7. An EGI offers the judge a popup menu to select the image that best reflects a record
entry from the expedient. In addition, the system has a drawing area called working canvas
where the judges can draw their perception of the scenarios by establishing, organizing,
distributing, and relating the images that they select from the menu, as shown in Figure 7.
The KGs built with the images are stored in an unstructured database, and when this
happens, they become a more specific type of graph called a Property Graph (PG) [69–71].

Figure 7. Example of an EGI showing a factual picture used to analyze the merits of a homicide case
in real-time according to the graphical interpretation. Internally each image is translated into a node
containing a set of attributes, and the arrows turn into edges containing a set of vectors.

The judge can change the display state of an EGI; this is between images or nodes
to study the attribute representations in both states. The nodes acquire colors, sizes,
and properties, to explain the details of the attributes visually. Edges acquire properties
such as length, thickness, color, and orientation to explain how the nodes are linked
and distributed. Both nodes, as well as edges, contain unique properties resulting from
the transformation process. The system uses the IA-AI method to create properties and
attributes. The method has three main processes. In the first process, after the judge has
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finished drawing on the working canvas, like in Figure 7, they can interpret and assign the
levels and ranges of importance to the images drawn. The judge does it by dragging and
dropping the images into previously designed graphic boxes (precedence and importance
levels) as shown in Figure 5. In the second process, other EGIs are used to assess the links
between images representing the facts and evidence (proof assessment); the judge does
this by hanging up the links in different positions and establishing the bond length (link)
between objects as shown in Figure 4. In the third process, another EGI is used to explain
recommendations on laws and regulations concerning the factual picture depending on the
context, as shown in Figure 8, where the Y-axis indicates the legal taxonomy, this means
the order of importance of the legal norms according to the context. The X-axis represents
the level of similarity that the norms have in the factual picture of the scenarios. Finally,
the machine recommends groups of norms represented by a higher or right circle in the
chart, depending on what the judge is analyzing.

During a case, the judges can run legal simulations to delve into the merits of the case
gradually. The simulation carried out by the system is described below.

Figure 8. EGI explains to the user using circles, size, and colors, the set of laws and regulations in line
with the factual picture of the case under analysis. The machine expresses by a graphical distribution
of circles those norms and laws that best describe the legal scenario under study. The recommended
norms and laws to take are higher and farther to the right in the chart. However, a judge can explore,
analyze, and select those that best fit the factual picture.

2.3. Intelligent Simulation

Figure 9 shows the legal simulation activity. There are three main processes in the
simulation which are: (1) The capture of the interpretation and assessment values us-
ing EGIs [25,27] that a judge makes of the facts and evidence of a case, (2) identify the
patterns of interpretation [3] using CYPHER [71] scripts to extract the semantic [72,73]
and the ontological [74,75] content of the facts and evidence contained in the scenarios
of a case depicted by EGIs, and (3) the options the machine offers to the judge to distill
legal information from the patterns found in the graphs as shown in Figure 10 by using
unsupervised algorithms [71], like Jaccard [76], Cosine of Similarity [77], and Pearson’s
Correlation Coefficient [78] applied to graphs. Then the machine provides an explanation
of the results. Some examples of the information that the machine explains are: (a) A
graphical explanation about a set of norms that apply to a case; (b) explain and identify the
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evidence that is not related to some fact; (c) detects the evidence that not evaluated; and (d)
indicate what evidence has been evaluated but not related.

Figure 9. Legal analysis simulation of the merits of a case, considering: Evidence, facts, and the
direction process of the legal data in a trial.

Figure 10. Graphical interface showing simulation options.

When judges use the system continuously, they will be able to integrate legal knowl-
edge during a trial.

Meta-Knowledge Integration

Knowledge Integration (KI) [79] happen by capturing and representing the interpre-
tation and assessment of facts and evidence made by the judges at the beginning of a
trial, along with the knowledge obtained from the analysis of the legal simulations. Thus,
the system unifies unstructured knowledge [80] of the interpretation and assessment values
of a judge according to their legal perspective and new information that may appear during
the process of a trial to the end of it. In addition, KI allows the generation and integration
of fragments of meta-knowledge. There are three points of KI and one more at the end
of the trial when judges dictate a resolution or until the sentence appeal. If the resolution
is legally challenged (contested decision), then there is one more point of KI. At each
point, the judges can express new insights or changes of facts and evidence and run a legal
analysis simulation, as many as necessary.

2.4. Hybrid System

RYEL uses different types of machine learning techniques therefore, it has the charac-
teristic of being a hybrid [48] system. Hybridization applies in a multitude of computational
areas, as in [81,82]. However, this research focuses on the legal field, specifically on facts
and evidence from a case analyzed by a judge.

The hybridization [48] of RYEL is organized under the MOE [22,23] foundations
based on the divide-and-conquer principle [23,83]. That means that different parts or
segments constitute the problem space; each part corresponds to a module called an
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“expert” [23]. MOE usually uses “gate network” [23] that decides to which expert a specific
task should be assigned to deal with complex and dynamic problems [48], for example,
the use of various experts for multiple label classifications using Bayesian Networks (BN)
and tree structures [22]. Supervised machine learning such as neural networks are typically
used [22,83] in MOE, however our approach is unsupervised [84] using KG [25,27], to build
SN with a CBR [3,85,86] and XAI [32,87].

2.5. Case Explicability

The implementation of XAI and CBR reveals the interconnections and characteristics
of objects within the scenarios of a context. Due to the use of KG, it is possible to achieve
legal exegesis [88] by obtaining the hermeneutical content of relations and objects together
with ontological data through their properties. That means that a legal interpretation is
according to the content expressed by a judge; therefore, the semantic explained initially.

The adaptations of the CBR stages, shown in Figure 1, are the following: (1) Retrieve,
whereby the judges have graphical options to execute a legal analysis simulation to find
patterns of interpretation of the facts and assessment of the evidence similar to the case
depicted in the working canvas for a specific context; (2) reuse, whereby the system
synthesizes and evaluates the patterns found, and detects the laws with which they have
links in order to be considered by the judges in new cases; and (3) revise, whereby the judges
of higher-hierarchy use the EGIs to make a review of the performance made by lower
judges aimed to make modifications and corrections in the factual picture posed on the
working canvas. In this stage, the system integrates knowledge of the judges and the
parties in conflict. If the parties in conflict appeal to the resolution (legal challenge), then
higher-hierarchy judges must revise the scenarios. The higher judges can also run legal
analysis simulations in order to consult, verify, correct, or add new perspectives to refute
or accept, in the whole or part, the analysis carried out by judges of lower-hierarchies; then,
the issuance of a final resolution occurs and (4) retained, which means that the sentence
is final and no further legal simulation is necessary. In the retention stage, the system
incorporates cognitive information into the knowledge database because the possible errors
of bias in perception were eliminated or corrected by reviewing several humans during the
legal process using the system. Figure 1 shows a list that summarizes the stages of the CBR.

1. Case-Base: A KG represents this;
2. The Problem: Is the interpretation and assessment of both facts and evidence;
3. Retrieve: Using CYPHER script patterns and graph similarity algorithms like Cosine,

Pearson, and Jaccard;
4. Reuse: Consists of detecting norms and laws related to the factual picture drawn on

the working canvas;
5. Revise: Analyze and review the work done by lower judges using KG via EGI;
6. Retain: Is the stage of adding to the knowledge base a correct approach to interpreting

and assessing a factual picture.

2.6. Case Definition, Data Model, and Example

Formally a case is a graphical deposition of facts and evidence made by the judges
according to their perspective using EGI. In one case, there are segments of information
called “scenarios” that contain facts related to the evidence. Scenarios are a way to express
and organize legal information.

An in-depth legal analysis is the identification and description of both data and
relationships within each scenario. The judges do this analysis as they work through the
case during the trial. To exemplify the data and relationships, consider the data model
of segment 1 in Figure 11 where bidirectional arrows represent that a relationship can go
one way or the other from concepts or objects, and it demonstrates the organization and
relation of the meta-knowledge. In this figure in segment 2, a simplified real world example
of a “violation case” uses the data model from segment 1. The elements called “Material
Object” and “Formal Object” broach the subject of each scenario; for example, in this figure,
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there is a case of a man affecting a woman through the action of rape. In [89] a formal
object means carrying out a legal study, from a particular perspective, on the relationship
of legal data; the material object is the matter that deals with such data, but in this case, all
the relationships that describe each object are also represented and organized.

Figure 11. (1) Data model, and (2) property graph example, labels are omitted from relationships
for simplicity.

Segment 2 of Figure 11 shows a PG where there is a removal of properties and labels
in the relationships in order to simplify the example. This PG represents a judge analyzing
a man from the perspective of the state of mental health that could lead him to rape a
woman because of medical issues which are related to the testosterone levels in his body,
and the woman from the perspective of the moral damage suffered by desecrating her
body. The rest of the graph describes tests, norms, laws, rights, resolutions, and decisions
related to the rape felony following the model of segment 1.

2.7. Explainable Technique

RYEL uses the explanatory technique called Fragmented Reasoning (FR) [2]. This
technique uses dynamic statistical graphics that granulate the information following a
hierarchical order and importance of the information according to the interpretation and
assessment made by a human of real-world objects. This technique means that the semantic
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and holistic constitution of objects, attributes, and vectors describing relationships between
objects in a KG, as in Figure 7, are fragmented and link up to each other to explain the
human conception according to its perception in a specific domain of discourse. Therefore,
this technique expresses the hermeneutical content of a case from the perspective of a
human and allowed the study of a new spectrum of cognitive information treatment [54]
in the field of machine learning, associated with the human factor [90,91] specifically about
the subjective information [92] of a person, which in this case is specific to the judge.

In Figure 12, the percentage of participation represented by the Y-axis is used to explain
the level at which the concepts or objects of the current case are within the factual picture
of other cases. The X-axis is used to explain the level of similarity that the concepts have
between the cases. The size of the circles represents the dimension or level of importance
of the scenarios within the files. The machine recommends the group of files distributed
and located higher or more to the right of the graph. The machine handles each fragment
as a collection of nodes to describe the interpretation of juridical objects and the assessment
of a juridical concept. In this way, it has been possible to investigate the legal explanations
related to the inferences [93] obtained by the system.

Figure 12. EGI explains employing circles, size, and colors to the user the set of legal files containing
the factual picture and similar scenarios to the legal context with which the judge works. The machine
explains that each circle is a set of legal files with characteristics and states. The machine recommends
those that are higher and to the right of the graph. The judge can explore, analyze, and select other
circles that consider the best for a specific legal context.

Internally the FR technique works using a strategic arrangement of data for each
observation made by a human. FR uses the IA-AI method to get information as an input
and reveals how it was interpreted and evaluated by a person. Figure 12 shows examples
of some calculations and graphical view when the system provides recommendations.
A fragment is a set of cognitive information pieces represented by geometric figures, colors,
sizes, positions, and distribution of data elicited from EGIs using IA-AI and KG. The system
uses the fragments to manage and organize the set of objects and to be able to explain them.

A fragment ω is represented by a collection of elements and the judge’s assessments.
A fragment is an approximation of a set of nodes about a legal context p where a set of
juridical concepts κ is in union with a set of nodes β joined with their relationships γ.
The variables β and γ are decorating [94] the juridical concept κ. In this case, the decoration
refers to the design pattern used programmatically (coding) to define a collection of
objects that are capable of expressing the behavior of an individual object κ dynamically,
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but without affecting the behavior of other objects of the same type in the same context; the
programming paradigm used is Object-Orientation (OOP) to handle nodes, relationships,
attributes, and properties. From the interpretation patterns, the construction of predicates
occurs; imperative programming is used directly to manage the objects, and declarative
programming is used indirectly to manage the assertions of the objects using CYPHER
scripts. The set of objects contained in the fragments participate in (1) The Jaccard, Pearson,
and Cosine formulas to work with the interpretation patterns, and (2) to organize and
construct vectors from said patterns to make an inference.

3. Machine Specifications

Table A1 explains the main components, technology, formula, and concepts of the
system in approximate order of operation. We will call each component with a “C” attached
to a number, for example, “Component 3 = C3”. Table 1 synthesizes and distills operations
and essential functions to work with higher-order thinking and handle KGs in the system
based on Table A1. For now, the focus will be on C2, which provides the data structures that
represent a KG (case) in the form of an ordered triple as shown in Figure A1. Equation (1)
shows the formal representation of the ordered triple, from which the extraction of elements
such as concepts, nodes, and relationships is possible. The output of extraction is a list of
values that represents the input for the vector construction algorithm shown in Algorithm 1.
Inference generation uses vectors between scenarios. This section explains: (1) The ordered
triple, (2) formulas and vector construction, and (3) a simplified real case scenario example
using the formal representation of a case.

Table 1. Synthesis of how the components of the artifact are used and operated, based on Table A1.

KG Operating Point # Components Involved

1—create and manipulate C1, C2, C5, C6

2—seek C1, C2, C3, C4, C7

3—modify C1, C2, C6

4—infer C3, C4, C7, C8, C9, C10

3.1. Data Structure

To explain each element in Figure A1, consider this: Given graph G represents an or-
dered pair in the form of G = (N, E), where N are the nodes and E are the edges, the artifact
handles this:

1. Each node or vertex (image) is an ordered pair in the form of N = (n, to) where n is
the label of the node and to is an ordered triple in the form of to = (in, ic, A) where
in is the index of the node, ic is the index of the legal concept to which the node
belongs, and A = {x : x is an attribute of the node}. The x attributes of the node are
text fields, for example, name and description of the node, and numeric values about
precedence and importance levels that belong to the set of numbers Q;

2. Each edge or arc (relations between images) is an ordered pair in the form of E = (e, to)
where e is the relation label and to is an ordered triple in the form of to = (ir, po, A)
where ir is the index of the relation, po is an ordered pair in the form of po = (ni, n f )
where ni is the index of the start node and n f is the index of the final node, and
A = {y : y is a relation attribute}. The attributes of a relationship are text fields,
for example, name and description of the relationship, as well as numerical values
about the link and relevance of the relationship that belongs to the set of numbers Q.
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Algorithm 1: Creation of vectors and related concepts in KG
Input: ListValuesAttributesNodeConcept, ListAttributesRelConcept, ListConcepts, k
Output: ListRelParad, ListRelSinta, ListVecNode, ListVecRel

1 procedure VectorCreation(ListValuesAttributesNodeConcept, ListAttributesRelConcept, ListConcepts, k):
2 Quantity_K← card|K|
3 if Quantity_K > 0 then
4 if K ∈ λ then
5 foreach con ∈ ListConcepts do
6 indexNode← GetConceptIndex(con)
7 foreach atribN ∈ ListValuesAttributesNodeConcept do
8 levelInterests← GetLevelInterestsNode(atribN)
9 order← GetOrderNode(atribN)

10 descripNode← GetsNodeDescription(atribN)
11 vectorNode← C6(CreateVectorNode(levelInterests, order))
12 ListVecNode← AddListaVectorNode(vectorNode)

13 foreach atribR ∈ ListAttributesRelConcept do
14 link← ObtenerVinculoRel(atribR)
15 importance← GetImportanceRel(atribR)
16 effect← pythagorasTheorem(link, levelInterests)
17 descripRel← GetsDescripRel(atriR)
18 vectorRel← C6(CreateVectorRelation(link, importance, effect))
19 ListVecRel← AddListvectorRel(vectorRel)

20 RelConcPara← C3(GetRelParadigmaticas(indexNode, descripNode))
21 ListRelParad← AddListRelPara(RelConcPara)
22 RelConcSint← C3(GetRelSyntagmaticas(indexNode, descripNode))
23 ListRelSinta← AddListRelSint(RelConcSint)

24 return ListRelParad, ListRelSinta, ListVecNode, ListVecRel

25 else
26 There are not enough elements or concepts, or do not belong to the legal element.

27 else
28 Not enough items.

3.2. Case, Context, and Scenarios

From N and E, a case C is a ordered triple as shown in Equation (1) where:

1. p ∈ N and is an index that identifies the context of the case assigned by the artifact;
2. V means the case scenarios in the form of V = {λ : λ is a legal element} where

n|V| > 0;
3. R represents the relationships in the scenarios of a case in a given context in the form

of R = {r : r is a relationship type E}.
Given the above, Equation (1) shows a case with a set of relations R for a set of nodes

that constitute the legal elements λ and describe the V scenarios of the factual picture
that occurs in a p context. The relations and nodes were created from the transformation
of interrelated images using the graphical interfaces of the artifact, and an index is an
internal number that the machine assigns to the description of the context given by the
judge, for example, “Simple Homicide = 999999 = p”:

C = (p, V, R). (1)
3.3. Legal Elements

A legal element is an ordered triple as shown in the Equation (2) where:

1. i ∈ N and is an index that identifies a particular legal element assigned by the artifact;
2. K represents a concept in the form of K = {z : z ≡ P ∨ z ≡ H} where:

(a) P = {p : p is a proof of the kind N},
(b) H = {h : h is a fact of the kind N};

3. T = {t : t is a relationship of the kind E}.
Equation (2) means that in a legal element λ there are relations T for a set of nodes that

form the concepts K formed by facts or evidence, and an index i identify them. The artifact
assigns the index to each set of nodes to identify that set:

λ = (i, K, T). (2)
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From the formal representations of the case explained previously, it is possible to
supply a real, simple, and reduced example of an interpretation pattern. Consider Listing 1,
this script seeks for patterns about nodes connected to the act of raping (Violation) some-
one under 18 years old. The pattern can be modified to look for children, older people,
or undefined sex according to the rules of gender ideology. Modifications can be made to
the script to apply deductive logic by taking a general aspect of a fact, evidence, or person
and looking for a particular attribute pattern to canalize some legal study.

Listing 2 seeks particular attributes of people; in this case, it is a man connected with
a woman, regardless of age or other characteristics, but considers the names. This script
traces connection patterns up to 15 deep layers between these two people, and at the same
time, extracts the shortest links between them. Deep layers mean the depth of connections
between one object and another. Therefore, using this script can determine objects or events
that are intermediaries between people to understand their criminal nexus.

Listing 1. Simplified example of code about interpretation patterns related to the act of rape us-
ing CYPHER.

1. MATCH (n) WHERE n:Man or y:Woman
2. OPTIONAL MATCH (n)-[r]-(v:Violation)-[type]-(s:Sexual)-(y)
3. WHERE EXISTS(n.age) < 18
4. RETURN n, r limit 100

Listing 2. Simplified example of existing patterns between a node type Man and another type Woman
using CYPHER.

1. MATCH (hombre:Jackie name: ’Jack Smith’ ),
2. (mujer:Al name: ’Alice Kooper’ ),
3. p = shortestPath((Man)-[*..15]-(Woman))
4. RETURN p

There are 3 ways to avoid ambiguities which are: (1) By using a specific context, (2)
searching for a particular pattern, and (3) using vector similarity. Let us consider the follow-
ing examples about patterns: (1) In contrast with Listing 1, the pattern (n)-[r]-(v:Violation)-
[type]-(s:Agreement)-(y) seeks for nodes and relations connected with the violation of an
“agreement” rather than a violation in “sexual” terms, and (2) if we compare the (John)-
[under_TheEffects_of]->(Drugs)-[in]->(Stabbing) pattern with the (Alice)-[under_TheEffects_of]-
>(Drugs)-[in]->(bed) pattern, we obtain that there is no ambiguity, due to the intrinsic nature
of both patterns. However, the use of the pattern (person)-[under_TheEffects_of]->(Drugs)-
[]->() would serve to look for other patterns in all the database knowledge, where a person
is under the influence of the drug, regardless of gender, name, or any other characteristic.
In the latest pattern, the Alice and John scenarios are collected, differentiated, and explained
by the system using charts and geometric figures that explain their differences. From the
interpretation patterns, it is possible to extract vectors from them to compare scenarios and
generate inferences.

3.4. Vector Creation

C6, explained in Table A1, is responsible for constructing the vectors. The construc-
tion consists of 2 phases. In the first phase, attribute calculations of nodes and relation-
ships take place. The attributes are effect (E), link (V = adjacent side), and importance
(I = opposite side). The use of these attributes is through an adaptation of the Pythagorean
formula in a Euclidean space; this formula generates values between two connected nodes
by using a right triangle that is formed between their centers and the circumference of each
one in a 3D plane, as shown in Figure 13. In the second phase, by using Algorithm 1 it is
possible to obtain the vector modules.
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Algorithm 1 receives as input a list of nodes and relationship attributes, as well
as a list of legal concepts obtained from EGIs. The input lists of object attributes are
processed to create output lists of vectors. The lists of vectors represent, in a unique way,
the factual pictures of the scenarios in a case. C3 is responsible for applying Natural
Language Processing (NLP) techniques like the paradigmatic and syntagmatic process
to the input list of concepts to detect which ones accept a replacement and which ones
can be combined, respectively. NLP techniques produce output lists of paradigmatic
and syntagmatic relationships of concepts used as filters in searches for interpretation
patterns. The output lists of vectors and concepts from Algorithm 1 are input parameters
in Algorithm 2 which make inferences.

Algorithm 2: KG legal inference using Cosine, Jaccard, and Pearson functions
Input: ListRelParad, ListRelSinta, ListVecNode, ListVecRel, k
Output: RecomendList, G_Pie, G_Bars, G_Figures

1 procedure Inference(ListRelParad, ListRelSinta, ListVecNode, ListVecRel, k):
2 Quantity_K← card|K|
3 if Quantity_K > 0 then
4 if K ∈ λ then
5 sizeLrp← size(ListRelParad)
6 sizeLrs← size(ListRelSinta)
7 if (sizeLrp > 0) ∨ (sizeLrs > 0) then
8 AnalysPattern← C4(ListRelParad, ListRelSinta)
9 ListPatronNodesFound← C7(SearchNodes(AnalysPattern))

10 ListPatternRelaFound← C7(BuscarRela(AnalysPattern))
11 foreach atribNB ∈ ListPatronNodesFound do
12 levelInterestsE← GetLevelInterestsNode(atribNB)
13 orderE← GetOrderNode(atribNB)
14 vectorNodeE← C6(CreateVectorNode(levelInterestsE, orderE))
15 ListVecNodeE← AddListVectorNode(vectorNodeE)

16 foreach atribRB ∈ ListPatternRelaFound do
17 linkE← GetRelink(atribRB)
18 importanceE← GetImportanceRel(atribRB)
19 effectE← GetLevel(atribRB)
20 vectorRelacionE← C6(CreateVectorRelation(linkE, effectE))
21 ListVecRelE← AddListVectorRelation(vectorRelacionE)

22 ListSimiCosNode← C8(Cosine(ListVecNodeE, ListVecNode))
23 ListSimiCosRel← C8(Cosine(ListVecRelE, ListVecRel))
24 ListSimiJacNode← C8(Jaccard(ListVecNodeE, ListVecNode))
25 ListSimiJacRel← C8(Jaccard(ListVecRelE, ListVecRel))
26 ListSimiPearNode← C8(Pearson(ListVecNodeE, ListVecNode))
27 ListSimiPearRel← C8(Pearson(ListVecRelE, ListVecRel))
28 ListValSimiNode← C9(AnalysPattern, ListSimiCosNode, ListSimiJacNode, ListSimiPearNode)
29 ListValSimiRel← C9(AnalysPattern, ListSimiCosNode, ListSimiJacNode, ListSimiPearNode)
30 ListValueVectorsExp← C9(ListValSimiNode, ListValSimiRel)
31 ListRecommendationExp← Recommend(ListValueVectorsExp)
32 G_Pie← C9(ListRecommendationExp)
33 G_Bars← C9(ListRecommendationExp)
34 ListValueVectorsNorm← C10(AnalysPattern, ListValSimiNode, ListValSimiRel)
35 ListRecommendationNorm← Recommend(ListValueVectorsNorm)
36 RecomendList← Join(ListRecommendationExp, ListRecommendationNorm)
37 G_Figures← C10(RecomendList)

38 else
39 Conceptual relationships could not be determined.

40 return RecomendList, G_Pie, G_Bars, G_Figures

41 else
42 There are not enough elements or concepts, or they do not belong to the legal element.

43 else
44 Not enough elements.

Part 1 from Figure 13 represents linked nodes in a scenario. Each sphere is a node.
Between the nodes, there are sets of vectors ~X, ~Y, and ~Z obtained from links, that is,
the relationships of the nodes. The vector ~X has the origin point in C′, which is the center
of node A, and the endpoint is C′′ which is the center of node B. The vector module ~C′C′′

constitutes the assessment of the links between facts and evidence using the relationships
between the images, for example, the links shown in Figure 4. The vector ~Z has the
origin point in C′, which is the center of node A and the endpoint in C, which is the
circumference of node B that represents the diameter of the node. The vector module ~C′C
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is built with CYPHER scripts to classify information about the importance levels obtained
from interfaces like the one shown in Figure 5.

Figure 13. Relationships between nodes in a KG; showing a collection of vectors in n-dimensional Euclidean
space. The spheres represent the nodes, and the vectors are letters formed from the relationships between them.
3D rendering explains the vector projection performed by the artifact.

Part 2 from Figure 13 represents multiple variations of nodes and relationships in a
scenario and represents dynamic changes in the perception of objects in the real world.
For example, consider node A as a fact and node B as evidence. Between these nodes, there
is a small increase in the distance and makes vector ~X have a longer link between the nodes.
The “increase” of the module ~C′C′′ means a “decrease” in the legal connection that node
B has over node A. A longer link between the nodes reduces the ability of node B to be
able to express the influence it has on node A. In other words, node B is not so capable of
expressing the influence on node A. A decrease in the size of node B implies a decrease in
the module ~C′′C and means a reduction in the legal importance of node B within a scenario
in which A also participates.

3.5. Jaccard Index

Jaccard is a statistical measure that consists of measuring the similarity between finite
datasets, for example, between a set of objects D′ and D′′. This is a division between the
size of the intersection and the union of the element sets. In this case, vector modules
provide a series of values to create the sets to be compared. This process provides values
between 0 and 1; the first expresses inequality between vectors and the second total equality
between them. This index is useful in queries to detect patterns of similar objects (nodes
or relationships) within scenarios, for example, to obtain the granular similarity between
sets of facts or evidence, or between attribute values that belong to different groups of
scenarios, that is, to be able to obtain similarities between attributes belonging to the same
type of nodes, but that belong to different scenarios:

3.6. Cosine Similarity

Cosine Similarity is a measure of similarity between two vectors, in this case, those
that belong to a set of objects ~G′ and ~G′′ other than zero. It means that it calculates the
angle between vectors to get the cosine by multiplying the values of each vector, adding
their results, and then dividing the result by multiplying the square root of each value of
the vector squared. A pair of vectors oriented at 90° to each other have a similarity of 0,
meaning they are not equal, and a pair of diametrically opposite vectors have a similarity of
−1, meaning they are opposite. On the other hand, if both vectors point with an orientation
towards the same place, they have a similarity of +1, meaning they are equal. The different
values that the cosine angle acquires reflect a greater or lesser degree of similarity between
the attributes of the relationships that the scenarios contain. This type of similarity is
helpful in detecting assessment patterns, for example, to identify similarities between
the angle produced between the link and the effect between a pair of nodes in the same
scenario or indifferent ones. The angle a° produced by the assessment of the link (line

86



Electronics 2021, 10, 1500

connecting nodes from their centers), and the effect (line from the center of one node to the
diameter of the other), are shown in Figure 13.

3.7. Pearson’s Correlation

The Pearson Correlation Coefficient is a statistical measure to detect a linear correlation
between two variables A and B. It has a value between +1 and −1. A value of +1 is a total
positive linear correlation, 0 means there is no linear correlation, and −1 is a total negative
linear correlation. The Pearson similarity is the covariance of the values from vector
modules divided by multiplying the standard deviation of the values of the first vector
by the standard deviation of the values of the second vector. This coefficient is helpful in
queries about the correlation of values, for example, to calculate the correlation between
the link and importance of two connected nodes in a scenario, for example, the values of a
vector ~V1 represents the attributes contained in the link of a node A connected with node B.
A second vector ~V2 represents the importance that node B has for node A. Thus, if A is a
fact and B is proof, then the level of correlation between link and importance is the degree
to which evidence can demonstrate that an event occurred, according to the interpretation
of a judge.

3.8. Dataset Example

Figure 14 shows a composite scenario of a real murder case. The structure shown in
Figure A1 explains a piece of a set of objects of this case and describes the dataset involved.
The following points summarize the example and the data structure.

Figure 14. The graphic interface of images according to the interpretation and assessment made by a
judge. A piece of a real scene in a murder case using a handgun.

1. The interrelated images of Figure 14 are taken to build the nodes according to the
definition N = (n, to), and relationships following the specification E = (e, to). This
produces the structures shown in Table A2;

2. Then labels, indices, and values of the nodes are obtained from step 1, as shown in
Table A3;

3. From step 2, information about relationships, indices, and labels from the connection
of each node, is shown in Table A4, and ;

4. Using the information from Table A2 about the descriptions, the artifact extracts the con-
cepts “injure” and “disable” according to the representation K = {x : x ≡ P ∨ x ≡ H}
and an index is assigned to them, for example 333 and 444 respectively;

5. Using Tables A2 and A3 and the concepts obtained from point 4, the artifact distills
2 legal elements that are shown with Equations (3) and (4) respectively. An index
is assigned to each legal element, for example, 10,000 and 11,000, and this is done
following the definition λ = (i, K, R):
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λ =
(

10000,
{

333
}

,
{

500, 600, 700, 800
}

)

(3)

λ =
(

11000,
{

444
}

,
{

000, 100, 200, 300, 400
}

)

; (4)

6. The artifact assigns an index to the case, for example, “999999” and then it creates the
case as shown in Equation (5) following the definition C = (p, V, R) and according to
the information obtained from the previous steps:

C =
(

999999,
{

10000, 11000
}

,
{

000, 100, 200, 300, 400, 500, 600, 700, 800
}

)

; (5)

7. The artifact offers different queries to analyze the case. Depending on the query
type, the Jaccard, Cosine, and Pearson formulas are executed individually or in
combination. Obtaining differences is according to the type of analysis and query the
judge wants to execute. The artifact shows the recommendations as in Figure 8. At the
end of this figure, the judge can select the laws and norms supplied by the system.
The system automatically converts the selections into images and incorporates them
into the working canvas so the judge can continue, if necessary, with the analysis of
more information.

4. Research Question and Hypothesis

The following research question arises: “Is it possible to capture and represent a
judge’s interpretation and assessment processes of the legal file data and apply machine
learning on said processes, to generate recommendations before the resolution of a case
related to jurisprudence, doctrine, and norms in different legal contexts and get a positive
behavioral response from the judge?”

Thus, a secondary question arises: “Can the system can be used by a judge to support
his decisions, but without being seen as a threat of decision-making [95] bias?”

The above research questions are intimately linked to the unsolved problem, raised
long ago by Berman and Hafner in 1993 [3] on “how to represent teleological structures in
CBR?” Teleology is the philosophical doctrine of final causes [51], which means, according
to Berman and Hafner, identifying the cause, purpose, or final reason for applying a law or
rule to regulate (punish) an act (fact) identified as a felony. Thus, the answer to the first
questions also provides a reasonably approximate answer to Berman and Hafner’s question.

As judges have hierarchies in their roles and there are types of technical criteria to
study the behavioral response of a judge, the statement of the following hypotheses is as
follows. (1) H0: The hierarchy does not affect the acceptance of the system and Ha: The
hierarchy does affect the acceptance of the system, as well as (2) H0: The criterion does
not affect the acceptance of the system, Ha: The criterion does affect the acceptance of
the system.

5. Material and Methods

SME has defined real world legal situations to test cases with RYEL, which represent
criminal conflicts in a trial and have allowed to reduce the number of cases that initially
would have been necessary to carry out the experiments. The use of multi-country scenarios
for laboratory testing was 83 from Costa Rica, 25 from Spain, and 5 from Argentina.
In addition, experts in artificial intelligence participated from Costa Rica and Spain [2]
and were counted, to be a total of 17. As the laws are different in all countries, a norms
equivalence mapping was necessary to implement, which means a set of implication
rules in the form X1 → Y2, where X1 is the name of a norm in a specific country and is
equivalent, but not equal, to Y2 which belongs to another country. In this way, there was
no problem analyzing the same criminal factual picture (facts and evidence) in different
countries without being strictly subject to the name of a norm.
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5.1. Participants

Two groups of research subjects participated in this study. The first group of judges
was selected at random, belonging to courts, tribunals, and chambers in criminal justice.
In addition, military-grade judges were also included randomly at the magistracy level
to include data about military behavior when using this technology. Experiments in
Panama [26], Spain, and Argentina involved 16 expert judges in the criminal field, while in
Costa Rica, there were 10 judges [2] which also include Ecuador and Colombia. The second
group was a sample of judges selected randomly at the national level in Costa Rica.

5.2. Design

This study is an adaptation of a 3-stage experiment. The first stage is to study the
acceptance or denial behavior of the judge when using the system. The second stage
compares the results obtained from the first stage with the second group of judges. The third
stage consists of investigating whether the responses of the second group were affected
by factors such as judges’ hierarchies (their roles) and the kind of evaluation criteria.
The results of one stage are the inputs of the next.

In the first stage, the use of User Experience (UX) [96] is a means to investigate the
behavioral response of a judge in terms of accepting or rejecting the application of RYEL to
analyze the merits of a case. Table 1 shows a synthesis of the primary operations that were
used by the research subjects when manipulating KG using images. The fundamentals
of measurement parameters are from the quality model called Software Quality Require-
ments and Evaluation (SQuaRE), defined in [97]. The characteristics of this model are
adapted to investigate the degree to which a system satisfies the “stated” and “implied
needs” of a human (stakeholders) and is used to measure the judge’s behavioral response.
The characteristics used from the model are “functional suitability”, “usability”, and “effi-
ciency” linked to technical criteria issued by the judge. Table 2 shows a synthesis of the
characteristics, parameters, and criteria considered in the experiment.

Table 2. Software evaluation characteristics defined in ISO-25010 [97] to study the behavioral response of the judge.

1 Characteristic Parameter Criteria

Functional Suitability (1) It allows capturing the interpretation and assessment of the judge.
(2) Graphically represents the legal knowledge that a judge has about a
case.

Accuracy (1) The system is capable of analyzing the factual picture and returning
the correct legal norms.

Functionality compliance (1) Judicial independence and discretionary level are respected.

Usability Understandability (1) Suitable for case data manipulation. (2) Graphic interfaces describe
the legal analysis made by humans.

Learnability (1) Easy to learn.

Operability (1) Easy to operate and control.

Attractiveness (1) Attractive and innovative graphical interfaces.

Efficiency Time behaviour (1) System response time is acceptable.

Efficiency compliance (1) Flexible to capture different types of legal data. (2) It is possible to
represent characteristics of facts and evidence. (3) Allows a flexible
analysis of the merits of a case.

1 Adaptation and use of software evaluation characteristics defined in ISO-25010 [97].

A quality matrix [98] or evaluation matrix was created using Table 2 and applied to
the judges at the end of the first stage. The matrix allowed to obtain quantitative values
for each of the criteria. The criteria were posed as questions and measured with a Likert
Scale [99] as 5–Totally agree, 4–Fairly agree, 3–Neither agree nor disagree, 2–Fairly disagree,
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1–Totally disagree, and 0–Not started. A treatment is a legal case of homicide applied to
each research subject (judge) using RYEL. The experimental unit consists of pairs of related
nodes that form a KG that describes the case graphically.

The second stage consists of obtaining objective evidence [97] to validate the results of
the matrix against the criteria of another group of judges. For this, obtaining an additional
random sample of 172 judges from Costa Rica was necessary to take. The total population
of judges working in Costa Rica is 1390 [100]. The sample includes all hierarchies of judges
and represents 12.37% of active judges in the country. To this sample, a questionnaire
was applied based on the criteria from Table 2. This sample focused on judges that do
not necessarily know each other; they have not used or have seen the system before,
and they do not know or have met the investigators conducting the research. In this way,
it is possible to reduce the information bias [101] in this type of research. The judges
received information on the system’s method, operation, and characteristics through
the questionnaires’ descriptions and formulation. The criteria in the questionnaire were
organized into groups of 10 questions and coded from 1-P to 10-P, as shown in Table 3,
for statistical purposes. The design of the questions considered the Liker scale for their
answers. This design was similar to the one used in the evaluation matrix explained before.
It was necessary to coordinate with the Superior Council of the Judiciary in Costa Rica to
contact the judges across the country.

The third stage uses the information gathered in the sample at the national level in
Costa Rica to make a Two-way Analysis of Variance (ANOVA) [101]. This analysis was to
check if there are significant statistical differences that prove the hypotheses about whether
the factors like hierarchies and legal criteria affect the behavioral response of acceptance
or denial of the judges about using the system. The criteria have 10 levels, one per group
of questions, from 1-P to 10-P. The hierarchy has 4 levels which are: (1) Criminal courts;
(2) tribunals; (3) chambers; and (4) other. The latter consider members of the superior
council and interim positions of judges during designations.

Table 3. Responses statistical summary.

Coded Mean SE Mean St Dev Variance Coef Var Median Mode

1-P 4.6744 0.0473 0.6202 0.3846 3.27 5 5

2-P 2.3663 0.0876 1.1494 1.3212 48.58 2 1

3-P 3.064 0.0993 1.3029 1.6976 42.52 3 3

4-P 4.814 0.0378 0.4959 0.2459 10.3 5 5

5-P 3.3779 0.0941 1.2341 1.523 36.53 4 4

6-P 3.3895 0.0938 1.2305 1.514 36.3 3.5 3

7-P 3.7733 0.0922 1.2095 1.4629 32.05 4 5

8-P 3.8488 0.0865 1.1344 1.287 29.47 4 4

9-P 3.6512 0.0939 1.2309 1.515 33.71 4 4

10-P 3.75 0.0976 1.2802 1.6389 34.14 4 5

5.3. Setting

Due to the circumstances caused by COVID-19 and in which the judges found them-
selves, the experiments were conducted either onsite (judge’s office) or remotely (virtual
meeting via a shared desktop). In both cases, a Dell G5 laptop was the hardware used for
experimentation. The laptop had 15.6” of full HD IPS display, 16GB RAM, and a Hard
Drive of 1GB. After a legal and coordinated appointment with the judges and setting up
the test environment, it was possible to proceed with the experiments.
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5.4. Procedure

In the beginning, each research subject watched a video. The video explained the
experiment, the operation of the system, and the function of the EGIs. The video was
2.6 min long. It used a test case A about a homicide using a dagger and another test case
B about a homicide with a weapon. Various experts helped the design process of the test
cases, 2 in law and 2 in artificial intelligence, who verified them.

In the first stage, N = 26 research subjects from Colombia, Ecuador, Panama, Spain,
Argentina, and Costa Rica were obtained and asked to draw in the system the interpretation
and assessment of the facts and evidence contained in the test case A according to their
perspective using interrelated images. At the end of the drawing, each subject produced
a KG. The KGs produced were compared to each other to determine differences. Then,
a division of the group of subjects N into two groups in the form of N/2 each took place.
Test case B was given to the first group to obtain a new KG from each member. The second
group, who never saw case B, was asked to observe and explain at least 3 KGs made by
the first group to check if they were able to understand the interpretation and assessment
contained in the KGs. Finally, the two groups ran legal analysis simulations with the
system to determine whether it was possible to study the merits of the case. After cases
A and B were used to explain the system, each member of the groups was allowed to
use the artifact to enter new cases or vary the previous ones to test the system in depth.
Then, the evaluation matrix was applied to each research subject to collect the UX that each
one lived after using the system. Real life examples of the experiments with the research
subjects are shown in Figure 15 when they were using the system to analyze the merits of a
case about homicide.

Figure 15. Real live experiment samples using the RYEL system by judges from Costa Rica and
Argentina, respectively.

In the second stage, it was necessary to request a legal license from the Superior
Council of the Judiciary in Costa Rica in order to be able to contact all the judges of Costa
Rica and to send them a questionnaire. The criteria of Table 2 allowed us to build the
questionnaire containing 10 groups of questions.

In the third stage, 172 sample of judges responses were taken from the questionnaires
sent. The data of the responses were processed and tabulated. Finally, a two-way ANOVA
was applied to the data to determine if the hierarchies or criteria affect the behavioral
response of the judge; if they accept or refute using the system to analyze the merits of
a case.

6. Results and Discussion

The judge’s behavioral response was a tendency to accept the system, recognizing that
it can help with the analysis of the merits of a case without violating judicial independence
and discretionary level. Table 4 shows an extract of the evaluation matrix by country. Out
of six countries, fr showed a behavioral tendency of 90%, or more, to accept the system,
reaching almost 100% in some cases. Colombia and Ecuador presented different results that
are very close to 90% acceptance because some of the legal cases used for experimentation
did not contain the names of regulations from those countries, and the judges belonging to
them wanted to evaluate the names related to their legislation. Despite this, the acceptance
of the computational method implemented by RYEL was very positive in all the countries
subject to experimentation. The explanation of the system required the use of two cases,
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but each judge entered from five to six real life cases when allowed to test the system.
If 26 judges tested the system, it means that at least 130 case variations were used in total.
In adition, the 113 cases used to manufacture the system from different countries must
also be added. The total number of cases was approximately 243 from various countries
used to create and test the system. It is necessary to remember that the SME supplied
representative cases of the discourse domain; therefore, the high amounts of data did not
present an obstacle and did not determine the risk of bias that would typically occur with
another approach.

Table 4. Synthesis of the evaluation matrix according to the judge’s criteria.

1 Characteristic Colombia Ecuador Panama Spain Argentina Costa Rica

Suitability 100.00 95.00 95.71 98.00 100.00 92.00

Accuracy 80.00 80.00 85.71 96.00 90.00 93.00

Functionality compliance 80.00 80.00 91.43 96.00 100.00 94.00

Understandability 90.00 95.00 94.29 96.00 100.00 99.00

Learnability 80.00 70.00 82.86 92.00 100.00 88.00

Operability 90.00 80.00 92.86 92.00 100.00 94.00

Attractiveness 100.00 100.00 100.00 96.00 100.00 98.00

Time behaviour 100.00 90.00 97.14 92.00 100.00 100.00

Efficiency compliance 80.00 86.67 91.43 94.67 100.00 94.00

Average 88.89 86.30 92.38 94.74 98.89 94.67
1 Adaptation and use of software evaluation characteristics that are defined in ISO-25010 [97].

The radar graph in Figure 16a shows the comparison of the system evaluation results
according to hierarchies. The characteristics described in each vertex reveal that the dis-
tances between criminal courts, military criminal courts, criminal magistrates, and superior
courts are very close to each other and with high values. The average acceptability per
hierarchy on the radar places values very close to 100% of acceptance. The provincial courts
had a slightly lower acceptance rate. The reason was that some judges were unable to
complete the experiment as they had to attend trials, and it was not possible to reschedule
the experiment, and it reflects in the usability and efficiency vertices whose values are
below average. Nevertheless, the vertex of the functionality in the provincial courts has
values very close to 90%, which means that this hierarchy accepts the system well, despite
the other low values.

Figure 16b shows the acceptability trend of the system among the judges, according to
the hierarchical order. This trend remained unknown under the ordinary conditions of legal
review processes, but detection was possible during the system’s evaluation. For example,
it was possible to find that when the higher-ranking judges needed to review the work done
by the lower ones, it was easy for them to graphically arrange the teleological structures of
the facts and evidence using KG through the EGIs to carry out the reviews of the analysis
made by the lower-ranking judges. Furthermore, it was possible to reveal that lower-
hierarchy judges tended to accept the system in terms of the support they received from
the EGIs to perform the interpretation and assessment of facts and evidence as part of the
analysis of the merits of the case. On the other hand, the higher-ranking judges showed
more acceptance of the system, especially regarding the support they received from the EGIs
to access the teleological and semantic approach created by the lower-hierarchy judges.

The information collected up to this point responds to the first research question, and it
reveals that the system was able to capture the interpretation and assessment of facts and
evidence from the perspective of a judge. Regarding the second question, the results reveal
that the judge’s behavioral response was very positive and with a tendency to accept the
system to analyze a case without representing a risk of bias or a threat to decision making.

The validation of the previous results was against other evaluations of judges; this
evaluation required the application of questionnaires to all the active judges of Costa

92



Electronics 2021, 10, 1500

Rica (1390), and the random sample of 172 showed a mean of 4, a mode of 5 (Likert scale
designed), and a standard deviation of 1.2988. These data are in Table 3. It means that the
judges tend to accept the approach, operation, and framework implemented by RYEL.

(a) (b)
Figure 16. Characteristics evaluation score and acceptability trend. (a) Scoring radar on system by hierarchy. (b) RYEL
acceptability tendency according to the hierarchy of the judges.

For the statistical verification of the sample and the collected results at the national
level, Figure 17a shows the 1-Sample Z test, which had 92% of statistical power, a sig-
nificant percentage for samples and experiments [101]. The statistical significance level
is α = 0.06, from which we can obtain 94% in the confidence intervals in the statistical
tests. Figure 17b shows that the judges’ responses comply with the normality assumption,
having a P-Value = 0.213 > α0.06 where the normality hypothesis is accepted. There is a
low Anderson–Darling (AD) statistic value of 0.487 which means a good fit for the data
distribution. The Levene statistic is 0.800 > α = 0.06, which means the hypothesis accep-
tance about equality of variances when working with the hierarchy and legal criteria of the
judges in the answers of the questionnaires.

(a) (b)
Figure 17. Statistical significance, power, and normality of samples and results. (a) Power curve for 1-Sample Z Test with
α = 0.06. (b) Normal probability plot of answers with 94% confidence interval.

Due to the results obtained in the previous statistical analysis, connected with the
need to determine if indeed the results obtained from the UX and the questionnaires
were affected by the hierarchical trend shown in Figure 16b or the criteria, a tTwo-way
ANOVA was necessary to apply. The results are in Table 5 where the hierarchy factor has a
P-Value = 0.148 > α = 0.06, which means that the null hypothesis that the hierarchy does
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not affect the response of the judge is accepted since there is sufficient statistical evidence
to state with 94% confidence that the judge’ responses are not affected by the hierarchy.
On the other hand, the criterion factor at the same table shows a P-Value = 0.000 < α0.06
and means that the null hypothesis that the criterion does not affect the response of the
judge is rejected since there is significant statistical evidence with 94% confidence that the
criteria do influence the judges’ response. These results reveal that the judge’s behavioral
tendency to accept the system is due to the criteria discussed and analyzed, not because of
a human’s position. It also means that the trend found in Figure 16b has a 94% statistical
probability that it is due to the actual operation of the system and not to the position that
the judge holds.

Table 5. Two-way ANOVA: Criteria and hierarchy.

Source DF Seq SS Contribution Adj SS Adj MS F-Value P-Value

Criteria 9 12.901 66.66% 12.901 1.4334 7.29 0.000

Hierarchy 3 1.142 5.90% 1.142 0.3805 1.93 0.148

Error 27 5.312 27.45% 5.312 0.1967

Total 39 19.354 100.00%

Concerning the above, Figure 18 shows the residuals from the analysis of variance.
The Y− axis represents the residual values, and the X − axis represents the order of the
observations. There are no patterns nor a fixed trend. Therefore, the data obtained from the
responses on the criteria are independent, and this means that there is no codependency in
the data that could affect the results.

Figure 19 shows the main effects in responses to legal criteria. The Y− axis is the mean
of the criteria; the X− axis represents the criteria. Thus, criterion 2 or 2-P has the lowest
main effect of all because this group of questions referred to whether a legal case must
always be resolved similarly to a previous case, with more or less similar characteristics. It
means that statistically, there is enough evidence to affirm with 94% confidence that the
judges reject the idea of receiving help that implies always solving a case just as another
similar one was solved. The 2-P group of criteria in Figure 19 compared with Table 3 which
has a mean of 2 and a mode of 1 for the same criterion, indicates that indeed the judges do
not approve the 2-P criterion. It is necessary to remember that RYEL uses the CBR stages
to exchange and organize data; this means, as a guide of the information, and does not
develop the traditional implementation of using strictly the same solutions from past cases
to solve current ones. This implementation makes RYEL’s contribution to the domain of
discourse evident.

Figure 18. Residuals vs. observation order.
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Figure 19. Main effects plot for judges’ evaluation.

Figure 19 shows the criterion 3 or 3-P, which is the second one to have low values and
refers to whether the judges believe that IA could help them with the analysis of a case.
This point deserves special attention because analyzing the extended answers made by the
judges in this group of questions makes it possible to understand that the judges associate
AI with the automation and repetition of legal solutions applied indiscriminately to each
case, without receiving any explanation and without being in control of the machine. This
situation, of course, is not the way of work of RYEL.

Figure 20 shows the cumulative acceptance percentages grouped by the SQuaRE-based
design parameters. The lowest percentage is learning because not all people have the same
abilities to learn. The highest values are attractiveness, understandability, and suitability,
which translates into a motivational design consistent with the needs of the research subject
and the legal domain. On average, the rest of the cumulative acceptance percentages of
the system are pretty high; this means that the domain expert quantifies, according to the
SQuaRE parameters, that the system is helpful in analyzing the merits of the case.

Figure 20. Grouping by design parameters SQuaRE.

Table 6 shows the cross-check of the survey-based statistic analysis between the 4-P
and 10-P criteria. The first criterion is that if, in order to analyze the merits of a case, it is
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essential to carry out an interpretation and assessment of facts and evidence. The second
criterion is whether RYEL is novel and useful as a decision support tool. The results
confirm the following: (a) No research subject marked option 1 for any of these criteria,
(b) only four research subjects marked the options 2 and 3 for both criteria, which is only
the 2.32% of the research subjects and it means that an insignificant number of them do
not agree with the legal analysis approach and with the tool, and (c) most of the research
subjects when marking options 5 and 4 for criterion 10-P also marked 4 and 5 options for
criterion 4-P, which means that most of the research subjects understand and accept the
legal analysis approach and the operation of RYEL.

Table 6. Cross-check between the 4-P and 10-P criteria.

1 Criterion 4-P
2 Criterion 10-P 2 3 4 5 Gran Total

1 1 1 16 18

2 3 6 9

3 1 1 5 25 32

4 10 42 52

5 1 3 57 61

Grand total 2 2 22 146 172
1,2 5–Totally agree, 4–Fairly agree, 3–Neither agree nor disagree, 2–Fairly disagree, and 1–Totally disagree.

All the results obtained show the following:

1. The system was able to capture the high-order thinking of a judge to assist with
analyzing a case using KG through images;

2. The system is a novel implementation of machine learning in the legal domain;
3. It was possible to explore and find shortcomings in the behavioral response and

position of a judge in the face of this type of technology.

6.1. Comparison with Similar Approaches

By comparing our research with works with similar approaches, we extend the results.
Attention is on expert and case-based systems.

Table A6 shows the 23 most essential expert systems from 1987 to the present, which
are related to our research. The table shows the key elements, computational technique,
and approach. The most important results obtained when comparing our system with
the systems in this table are: (1) No system works with dynamic KG, (2) they do not use
graphical techniques to elicit legal meta-knowledge of a person, (3) they do not work with
high-order thinking, (4) do not allow an analysis of the merits of a case, (5) they do not
focus on the judge, and (6) cannot be extended to other domains of knowledge.

Table A5 shows the primary investigations focused on CBR from 1986 to the present
and related to our approach. This table shows the key elements, case types, and approaches.
The main results obtained when comparing these investigations with ours are: (1) They
do not contemplate multiple and complex scenarios within the cases, (2) no investigation
considers data processing from the perspective of a human, (3) they are only focused on
lawyers or prosecutors, not to judges, and (4) none of them processes teleological, semantic,
ontological, and hermeneutical information to support decision making.

6.2. Functional Limitations

The system works with data from a factual picture, direction of the legal process,
and assessment of the evidence. Information about the criteria of the judge that are not
typical of the analysis of facts and evidence, for example, the criteria a judge may have
on the management and administration of an office, control of dates to avoid document
delays, and office procedures, are not considered in this research. However, a judge can
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indeed consider that a case has been prescribed and request the archive of the documents.
The type of data about this request is not part of the system.

6.3. Applicability

There are two fundamental aspects of a resolution that are “form” and “substance”.
The form is the way to present and write a resolution complying with the requirements
and formalities that the law requires, for example, a heading, covers, and numbers of
pages. The substance refers to the in-depth study of the matter in conflict and then issues a
resolution based on substantive law, which means a set of obligations and rights imposed
by law. The applicability of this work refers to the substance of the case and not in the form.

6.4. Implications

The above results have particular implications in both the computational and legal
domains. RYEL could mark a before and after in systems with a legal approach because it
allows an evolution from predictive systems to systems with explanatory and analytical
techniques. Some of the most relevant implications from this in the computational field are:

1. Due to explicability techniques, “Black Boxes” problems in machine learning could
be overcome by methods like IA-AI when dealing with human perception;

2. The reduction and nullification of algorithmic bias and bias related to data and
processes is gaining momentum because third parties do not manipulate the cases and
analysis processes. Instead, the judge enters the cases in real life and commands the
analysis with the options provided by the system; the latter explores the relationships
and objects the judge creates, explains the inferences, and offers to the judge options
to make decisions;

3. Judges from other hierarchies can review the sentences using RYEL in the different
legal stages. This review could cause a reduction or elimination of bias related to a
wrong perception, incorrect interpretation, and an erroneous assessment.

Some of the most relevant implications in the legal field are:

1. RYEL shows the potential to be a disruptive technology in the domain of discourse
and could cause the user to resist the change;

2. The system allows experts to analyze the scenarios from different perspectives
and reach agreements; this generates a unification of legal criteria and decreases
legal uncertainty;

3. The system paves the way in the jurisdictional area by allowing a computational
mechanism to participate in a judge’s exclusive functions when decision making
takes place.

7. Conclusions

The use of the IA-AI method showed the ability to capture the high-order thinking of
a judge. The behavioral response of the judges was quite positive in accepting the use of
this technology to analyze the merits of a case. This research caused a paradigm shift in the
way a judge thinks and works for two main reasons:

1. Legal files are always textual and therefore processed as text. Experimentation with
the system was exclusively using interrelated images and the IA-AI method, making
a big difference;

2. No judge who used the system and obtained a UX saw a threat of decision-making bias
because the system did not impose solutions but instead allowed the judge to dissect
a case and then analyze how other judges had perceived the facts and evidence to
formulate their conclusions criteria. Moreover, the system operates without breaking
the rules about “degree of discretion” and “judicial independence” in the domain
of discourse.

The results obtained from the experimentation and technological characteristics of
RYEL showed a new spectrum of research in which the interaction of technology and
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human behavior implies new techniques to capture the perception of a human. Therefore,
this research could open doors to venture into other domains using this technology to study
the behavioral response of a subject, where the interpretation and assessment of a person
have to be the foundation for the development of the area under discussion. At present,
there is no detection of investigations or experimental studies with the same approach
as ours.
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Appendix A

Table A1. RYEL system: Components and technology.

# Components Technology, Formulas or Concepts Orientation and Use

1 A visual component that allows a dynamic work with
images representing objects.

D3.js, HTML, JavaScript, Jquery, CSS. 1 HCI—graphics to elicit knowl-
edge.

2 Component for managing the KG modeling. Neo4j database. Data model.

3 According to the context, the component connects the
images with the graph model and works with similar
words.

2 NLP using NEO4J scripts. HCI—graphics to elicit knowledge
and semi-supervised method to
detect word similarities.

4 Component that extracts image patterns from the KG and
provides query options.

HTML, CSS, AJAX, CYPHER. Queries and analysis options
management.

5 Component to transform artifact inputs (images and rela-
tionships) to nodes and arcs.

Jquery, JavaScrips, HTML. HCI—graphics to elicit knowl-
edge.

6 Component that adapts the Pythagorean theorem to Eu-
clidean space creates and modifies the attributes of nodes
and relationships.

Adaptation of the Pythagorean formula using
Javascript.

Attribute calculation.

7 Component to manage searches for node and relationship
interpretation patterns.

CYPHER, HTML, PYTHON. Performance pattern search op-
erations.

8 Component for similarity of attributes and interpretation
patterns calculation.

Adaptation of the Cosine, Jaccard and Person
equations to the attributes calculated using
PYTHON and CYPHER.

Attribute similarity operations.

9 Graphic component for visualizing for interpretation pat-
terns using pie and bar charts.

HTML, CSS, D3.js, Javascript, Jquery, CSS,
PYTHON, CYPHER.

HCI—graphics to show interpre-
tation patterns.

10 Component that converts found patterns and similar at-
tributes into a graphic explanation using geometric figures.

D3.js, HTML, CYPHER, PYTHON. HCI—graphics to explain the in-
terpretation found.

1 Human-Computer Interface; 2 Natural Language Processing.

Table A2. Data structures about nodes and relationships in Figure 14.

Structure Simplified Example of the Structure

Node
(

shoot,
{

00, 333,
{

injure, precedence, level
}

}

)

Relationship
(

“”,
{

Null,
(

Null, Null
)

, description, link, relevance
}

)

Node
(

drugs,
{

10, 333,
{

injure, precedence, level
}

}

)

Relationship
(

induceTo,
{

000,
(

10, 00
)

,
{

description, link, relevance
}

}

)

Node
(

Psychological problem,
{

20, 333,
{

injure, precedence, level
}

}

)

Relationship
(

causesThe,
{

100,
(

20, 00
)

,
{

description, link, relevance
}

}

)

Relationship
(

consumes,
{

200,
(

20, 10
)

,
{

description, link, relevance
}

}

)

Relationship
(

searchOne,
{

300,
(

20, 30
)

,
{

description, link, relevance
}

}

)

Node
(

45 handgun,
{

30, 333,
{

injure, precedence, level
}

}

)

Relationship
(

usedFor,
{

400,
(

30, 00
)

,
{

description, link, relevance
}

}

)

Node
(

hit,
{

40, 444,
{

disable, precedence, level
}

}

)

Relationship
(

priorTo,
{

500,
(

40, 00
)

,
{

description, link, relevance
}

}

)
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Table A2. Cont.

Structure Simplified Example of the Structure

Relationship
(

with,
{

600,
(

40, 50
)

,
{

description, link, relevance
}

}

)

Relationship
(

aNumberOf,
{

700,
(

40, 60
)

,
{

description, link, relevance
}

}

)

Relationship
(

recordedIn,
{

800,
(

40, 70
)

,
{

description, link, relevance
}

}

)

Node
(

baseball bat,
{

50, 444,
{

disable, precedence, level
}

}

)

Relationship
(

“”,
{

Null,
(

Null, Null
)

,
{

description, link, relevance
}

}

)

Node
(

12 times,
{

60, 444,
{

disable, precedence, level
}

}

)

Relationship
(

“”,
{

Null,
(

Null, Null
)

,
{

description, link, relevance
}

}

)

Node
(

Security video,
{

70, 444,
{

disable, precedence, level
}

}

)

Relationship
(

“”,
{

Null,
(

Null, Null
)

,
{

description, link, relevance
}

}

)

Table A3. The adjacency of the elements of a case in Figure 14.

Adjacency Matrix

Labels Indices 0 10 20 30 40 50 60 70

shoot 0 0 0 0 0 0 0 0 0
drug 10 1 0 0 0 0 0 0 0

psychological problem 20 1 1 0 1 0 0 0 0
45 handgun 30 1 0 0 0 0 0 0 0

hit 40 1 0 0 0 0 1 1 1
baseball bat 50 0 0 0 0 0 0 0 0

12 times 60 0 0 0 0 0 0 0 0

video security 70 0 0 0 0 0 0 0 0

Table A4. Relationships box from Figure 14.

Relations List

Labels Indices Relations

shoot 0 Null

drug 10 (10,00)

psychological problem 20 (20,00), (20,10), (20,30)

45 handgun 30 (30,00)

hit 40 (40,00), (40,50), (40,60), (40,70)

baseball bat 50 Null

12 times 60 Null

video security 70 Null
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Figure A1. Representation of a case structure with ordered pairs ordered triple, and datasets used to process the
information obtained graphically from images in the KG. The vectors are extracted through these structures and
used in similarity functions in component 8 from Table A1. Observation: t structure is similar to r, so the details
of t are omitted for clarity of the diagram.

Table A5. Case-based reasoning related work summary.

Articles Key Elements 1 Cases Focus on

1986 [38] The system JUDGE uses a case-based model of felonies where justifications of actions
or the lack of them are used as a metric and determine if a situation is favorable or not;
the model works entering actions and compares them with others stored previously to
obtain differences (effects).

A & M Lawyer

1987 [102] A legal citations model created using Case-Based Knowledge (CBK), and it consists of
analyzing the characteristics of what they call “phasic states of a legal case” (facts) and
their “dimensions” (classifications) to help lawyers litigate. The citations use Blue Book
and HYPO systems; the output is a citation network used to justify legal disputes.

C Lawyer

1997 [103] Divorce Property Separation Act (ASHSD) is a tool based on CBR and RBR to query
cases about ways to separate assets. A case is a list of attributes processed using three
stages: (1) Filtering attributes, (2) assigning a similarity between them, and (3) assigning
a weight to them. The rules are if-then statements used for attribute classification.

AS Lawyer

2003 [104] The system CATO was created as a learning system to teach legal argumentation to
beginning law students. It uses 14 cases having legal decisions and 2 cases used as
evidence. There are 26 factors (facts) associated with 5 types of numerical values used
to classify the factors.

USTA Law student

2003 [105] AlphaTemis is a free text query system on attributes of legal cases. The user can assign a
weight to each attribute that is a discrete number used to query those that are the same.

SCB Lawyer Prosecutor

2003 [106] The investigation deals with the organization of the legal arguments, obtaining differ-
ences between them, and evaluating if a previous case is essential for the current one;
for this, it uses a hierarchy of factors (facts) to measure the importance. Finally, it applies
the BUC (Best-untrumped Cases) to identify what factors are in common between the
cases in the database and the current legal problem.

USTA Law student

2011 [30] This research proposes a way in which one case can be compared to another using
proposition and legal rules based on legal information about what they call “value
judgments” and “legal concepts” where the judges handle values of specific factual sce-
narios according to what a proponent (plaintiff or appellant) presents in the arguments.
An opponent (defendant or defendant) refutes that argument, and finally, the proponent
makes a rebuttal.

CadyDom Lawyer

1 A & M = Assault and Murder, C = Citations, AS = Assets, USTA = US Trade Agreement Law, JD = Judicial Decisions, SCB = “Súmulas”
of Court of Brazil, CadyDom = Fictional example oral argument based on Cady vs. Dombrowski case by the U.S. Supreme Court,
N/D = Not Defined.
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Table A6. Expert systems related work summary.

Articles Key Elements 1 Technique Focus on

1987 [107] DEFAULT system uses hierarchical predicates ordering (general to spe-
cific), for consulting information about legal cases related to the eviction
of indigents.

PreL Lawyer

1987 [108] Uses predicates (PROLOG) to define norms of legal cases and make
queries about legal rules. It uses a number (“raking”) to indicate the
importance of a norm.

PreL Lawyer

1991 [109] It explains the potential and advantages of working with legal infor-
mation graphically because the law and arguments contain complex
relationship schemes, and graphs can help identify them. The use of
Toulmin charts allows to express arguments and helps the user define
value judgments on the legal information.

TC Lawyer

1991 [110] Loge-expert is a system that consists of process flow charts with hyper-
text about the rules of the civil code in Canada used to consult multiple
legal documents regarding a given law.

Ht
charts

Layman

1993 [111] Use the LES system that uses Horn clauses to find similarities between
legal requirements and legal norms.

ProL Lawyer

1993 [86] Use of predicates called “slots” in a system called CIGOL for consulting
facts in legal cases.

PreL Lawyer

1999 [112] Retrieve texts from legal cases from the Attorney General of the Republic
of Portugal using Dynamic Logic, which is an extension of Modal Logic,
through consultations using rules and predicates that describe events
(facts) of legal cases.

DL and
PreL

Lawyer

1999 [29] SMILE is a system that searches for words in sentences of legal texts and
searches for the rules associated with those words. It uses a decision tree
(ID3 algorithm) and a legal language repository to generate the tree-like
word structures and related rules.

DT Lawyers

2003 [104]
It uses predicates to explain the concept of “Theoretical Construction”
that consists of facts related to legal rules, values, and preferences.

PreL Lawyer

2005 [113] AGATHA is a system that searches for case precedents to explain how
things happened. Cases are decision trees and use the A* algorithm to
find the least cost path between a source node and a destination node.
The lowest cost path is the one selected.

DT Lawyer

2005 [65] Use a semantic web with hyperlinks to legal documents on the Dutch
Tax and Customs Law (DTCA) to query related legal documents.

Ht Lawyer

2005 [114] Use propositional language to describe legal arguments, requests from
plaintiffs, and advocates.

ProL Lawyer

2009 [115] It supports a litigant using predicates (PROLOG) to define and query
legal situations from the House of the Lords in Quebec, Canada.

PreL Lawyer

2009 [116] ArguGuide software showing the text structure of a legal case and the
legal topic. It shows a content map, whose elements are legal text and
checklists.

CM Lawyer

2009 [117] Use of Carneades system to describe cases of the German Family Law.
The arguments are lists and each tuple is a statement.

ProL Lawyer

2009 [118] This research is about displaying arguments using Toulmin charts that are
flow charts of the arguments supplemented in this case with hypertext; a
chart shows the text of the case, so a law student or lawyer can manually
manipulate and segment the text that needs to be used as an argument.

TC Lawyer
Students
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Table A6. Cont.

Articles Key elements 1 Technique Focus on

2013 [119] Use variables of location and time of people about a crime and calculate the
probability that a person is a murderer. It makes analogous use of the “Island
Problem”.

BY Lawyer
Prosecutor

2014 [74] Ontology building using rules and predicates for consulting legal case docu-
ments.

PreL Lawyer

2017 [120] Queries using a question-based text for searches and answers. It tries to get a
question about a legal context and returns general and related information.

NLP Lawyer

2017 [121] Argumentation mining using pre-classified legal words with a KNS classifier.
The input text is about facts and the output is a text about the general topic of
arguments.

NLP Lawyer

2017 [41] Pre-existing mapping of arguments, rules to legal cases. It tries to demonstrate
that the legislation and the precedents are sources of the arguments.

FM Lawyer

2017 [121] Prometea is a system for issuing a “legal opinion” of the legal cases that the
prosecution has. This opinion consists of indicating which are the most relevant
cases and therefore must be processed first. The definition of relevance is accord-
ing to the “vulnerability” of the people described in the case; for example, it tries
to find words or information about the elderly, children, women, or people with
disabilities. Only considers cases whose legal complexity is simple.

N/D Prosecutor

2018 [122] It uses document classification techniques (TF-IDF) to process a set of legal cases
on labor material and uses the K-NN algorithm to obtain a raking on the trend
of opinions of judges in the Brazilian courts related to those specific cases.

KNN & TF-
IDF

Lawyer

1 NLP = Natural Language Processing, TC = Toulmin Chart, BN = Bayesian Networks, FM = Feature Mapping, CM = Content Mapping,
ProL = Proposition Logic, PreL = Predicate Logic, DL = Dynamic Logic, Ht = Hypertext, DT = Decision Tree, KNN & TF-IDF = K-Nearest
Neighbors & Term Frequency–Inverse Document Frequency, N/D = Not Defined.
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Abstract: This study explores the implementation of legal artificial intelligence (AI) robot issues
for sustainable development related to legal advisory institutions. While a legal advisory AI Bot
using the unique arithmetic method of AI offers rules of convenient legal definitions, it has not
been established whether users are ready to use one at legal advisory institutions. This study
applies the MCDM (multicriteria decision-making) model DEMATEL (decision-making trial and
evaluation laboratory)-based Analytical Network Process (ANP) with a modified VIKOR, to explore
user behavior on the implementation of a legal AI bot. We first apply DEMATEL-based ANP, called
influence weightings of DANP (DEMATEL-based ANP), to set up the complex adoption strategies via
systematics and then to employ an M-VIKOR method to determine how to reduce any performance
gaps between the ideal values and the existing situation. Lastly, we conduct an empirical case to show
the efficacy and usefulness of this recommended integrated MCDM model. The findings are useful
for identifying the priorities to be considered in the implementation of a legal AI bot and the issues
related to enhancing its implementation process. Moreover, this research offers an understanding
of users’ behaviors and their actual needs regarding a legal AI bot at legal advisory institutions.
This research obtains the following results: (1) It effectively assembles a decision network of technical
improvements and applications of a legal AI bot at legal advisory institutions and explains the
feedbacks and interdependences of aspects/factors in real-life issues. (2) It describes how to vary
effective results from the current alternative performances and situations into ideal values in order to
fit the existing environments at legal advisory institutions with legal AI bot implementation.

Keywords: artificial intelligence; legal AI bot; sustainable development; MCDM (multiple criteria
decision-making)

1. Introduction

Artificial intelligence (AI)-based legal bots have attracted extensive consideration and have
appeared as one of the most promising innovations of technology. Robotics, the replacement of human
labor, is becoming a crucial issue, as AI basically functions as an intelligence robot. The development
of AI as a root for resolutions to various questions in life, including law, is getting more important.
However, experts or human workers are still needed to apply those legal expert systems. Hence,
in 2017 an online AI platform, DoNotPay, which provides free legal advice, was released in the U.S.
It is called by Joshua Browder, its creator, the “first legal robot”, and it could deal with up to 1000 kinds
of civil events [1]. The legal AI bot can also help institutions that offer legal advice services, such as
advice bureaus and community legal service centers for sustainable development.
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Institutions often have a lot of part-time interns and volunteers offering legal assistance and
advice, sometimes relatively early in their legal careers. Nevertheless, they are being requested to
offer legal advice on a very wide range of legal problems, often with huge customer case-loads and
occasionally with various cases of heterogeneous issues (such as immigration law or consumer law).
They usually have limited finance resources to be capable of engaging outside legal advisors or just to
employ more personnel. Therefore, if there are legal AI bots, they can solve many issues and can save
on human resources and related costs for sustainable development.

A significant issue in this area is realizing what aspects/factors contribute to users’ intention to
apply for legal AI bot services for sustainable development. Current research studies have presented
an interest in exploring the intention stage (want and plan to use)/adoption stage (will to use) of a legal
AI bot. Nevertheless, most legal AI bot studies have used various kinds of methods and frameworks,
making it challenging to associate the consequences of diverse studies and to develop a concrete
user behavior intention and adoption in the service area. Compared with a physical legal advisory
institution, the rapid growth of legal AI bots could bring legal advisory institutions administers great
benefit and efficiency. For legal advisory institutions, it is of great importance to know the strategies
for legal AI bot implementation and the basis for users to use legal AI bots. Thus, this study aimed to
address the following research problems: (1) in implementing legal AI bots, users should give priority
to the influence factors that will improve user’s intentions to use legal AI bot; (2) in using legal AI
bots, which influence factors will be prioritized by users to decide whether to continue to use the legal
AI bot? (3) What are the differences in the influence factors considered by the intention stage and
adoption stage?

This purpose of the research is to offer an understanding about the aspects affecting legal AI bots
and their implementation at improving legal advisory institutions in order to decrease the gaps in
performance among each factor and aspect for sustainable development. The estimation of legal AI bot
implementation is a decision analysis issue with multiple attributes, which are often categorized via
interdependent factors and may even display similar feedback results. Therefore, one needs to stress
that these factors exhibit various associations between lower- or higher-level elements. In addition,
most common strategic models cannot take the interrelationships and dependences among dissimilar
levels of factors into consideration.

Our research looks to determine the scope to which a variety of factors can affect the results
in the definite factors of legal AI bot implementation. The research herein is distinguishable partly
owing to its applications of various inner sources for dependent and independent information. Hence,
the research objective is to set up an integrated MCDM (multicriteria decision-making) model so as to
determine ways to resolve problems in legal AI bot applications.

Conventional multiple attribute decision analysis models cannot deal with the complex
relationships among dissimilar factors’ hierarchical stages. Nevertheless, decision makers involved in
the implementation of a legal AI bot need such a model to aid their decisions. The objective of the
existing study is to solve such a problem. We use an integrated MCDM model that aggregates together
decision-making trial and evaluation laboratory (DEMATEL), DANP (DEMATEL-based ANP), and a
modified VIKOR (M-VIKOR). Its purpose is to explore a legal advisory AI bot and to establish and
enhance implementation strategies. This hybrid MCDM method can deal with the limitations of
current assessment models and can assist in investigating how best to apply legal AI bots to enhance
service performance for sustainable development. In this study, we investigate the interdependence of
user behavior and legal AI bots and consider alternative behaviors to achieve values associated with
enhanced performance.

This study makes three contributions. First, it considers four significant perspectives which those
in legal advisory institutions must take into account before implementing a legal AI bot: attitudes
toward legal AI bots, trust-related behavior, perceived behavioral control, and resistance to innovation
for sustainable development. Second, this research demonstrates trust-related behavior; that is,
it determines perceptions of external and internal limitations on user behavior and uses the relative
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importance of these to implement a legal AI bot. For users to be assured that a legal AI bot can be
applied for legal advisory, legal advisory institutions must offer them training with the tools required
for fundamental applications and functions of a legal AI bot. Third and finally, the results of this
research indicate to what extent practicality and ease of use will affect users’ attitude toward ongoing
applications of legal AI bots. If users are to accept a legal AI bot, then they need an environment in
which they perceive that the methods are easy and useful to apply. A better understanding of how to
implement a legal AI bot will assist administrators in adopting suitable schemes for creating such an
environment for sustainable development.

This study has five sections. Section 1 (given above) introduces the research. Section 2 reviews the
existing literature with regard to aspects of service and legal AI Bots and how to structure a model for
their implementation so that our conceptual model can be developed. Section 3 defines this integrated
MCDM model. Section 4 offers a case study of implementation and investigates and discusses the
outcomes. Section 5 concludes.

2. Literature Review

Informatics in the legal field is growing, bringing together law and AIs at its most important
parts. We thus conduct an interdisciplinary investigation in the areas of intelligent technology, law,
logic, informatics, and so on [2]. This fast development of AI will influence the marketplace for legal
services, the structural transformation in the legal profession, and the reorganization of resources for
legal bots [3,4]. AI will improve the agility of legal services and will upgrade the standard of legal
services by attaining broader justice of the judiciary and by removing the asymmetry of legal service
resources in the future [5,6]. However, legal AI bots are not actual specialists, and human lawyers need
to observe whenever necessary [4,7]. How to change human thinking and procedures is a significant
issue in this area of AI, and it is also a mission that law people need to confront [8,9].

Legal AI bots could deal with the question of disproportion in legal service resources [4,10]. In the
1970s, researchers started to study the combination of law and AI by investigating the application
of robot judgements to replace human judgements by removing legal vagueness [4,11,12]. However,
this primary legal AI is to serve and assist bots or judges in dealing with events and not to replace
them [4,10,13].

Academic studies on the combination of AI and law are up until now in the developing stage
and are insufficient at thinking about and at realizing the applications of AI into different areas,
much less investigating the pertinence of legal AI knowledge from the perception of customers or users.
Thus, based on the technology acceptance model (TAM), trust, and innovation issues, our research
investigates the crucial factors of the acceptance of society and how AI robots got into the legal field
and interviews clients, lawyers, experts, and judges. The outcomes of the research will contribute to
the combination of AI and law and to practical applications, thus filling in the research gaps.

TAM considers real users’ behavior to understand novel technology based on their intention to
apply it. Two main factors, i.e., perceived ease of use and perceived usefulness, influence intention,
and adoption [14–16]. Numerous researchers have introduced user trust as a main factor in the
investigation of TAM [17,18]. They found that user trust exerts an important influence on perceived
usefulness [19]. On this foundation of TAM, investigations argue over the influences of attitude-related
behaviors, perceived behavioral control, and user trust on the readiness of users to accept legal AI bots
via trust factors. In addition, effective regulations and laws create trust, and a significant issue includes
a legal AI bot developing and growing trust: trust in privacy, trust in functions, and trust in design.
Though existing legal structures are healthy enough to deal with a few challenges that autonomous
and robotic goods and services can offer, they still must develop or adapt in reply to the novel extents
of applications, personal choices, and government actions [20].

According to previous research, a legal bot may offer an attractive technology of AI as users will
find it an interesting and innovative approach. Various factors might have an impact on users’ behavior
and their willingness to use legal AI bots [4]. Xu and Wang [4] studied how individuals’ willingness to
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be innovative and their perception of the usefulness of a method affect the adoption of a legal AI bot.
Other research has applied TAM to investigate how users accept novel ideas and implement a legal AI
bot [4,21]. Investigations mostly focused on the acceptance of a legal AI bot using users’ application or
intention as the dependent variable. Most previous research has focused on users’ comments regarding
how they use a legal AI bot, in terms of their acceptance of the technology (how useful the legal AI bot
is and this ease of using a legal AI bot) and their attitudes to or interest in legal AI bots [4,21].

While the provision of tools or approaches to enhance users’ application efforts remain a challenging
and significant topic [4,21], there has been little research into how and why users accept legal AI
bots [4]. Therefore, this study focuses on user behavior and how to solve various related issues. To do
this, we analyze users who use a legal AI bot at legal advisory institutions and their various behaviors:
plan-related (attitude-related behavior and perceived behavior control) and trust-related in terms of
resistance to innovation. We do this to interpret and predict their attitudes to legal AI bots and their
intention to implement them at the legal advisory institutions. This MCDM model is used for an
evaluation of users’ behavior. To provide a framework for their behavior, we developed the following
evaluation system, which refers to fourteen factors related to four aspects: attitude-related behaviors
(ARB); perceived behavioral control (PBC); trust-related behaviors (TRB); and innovation resistance
(IR). These features correspond to legal AI bot implementation within each aspect, as shown in Table 1.

Table 1. Explanation of aspects and factors.

Aspect/Factors Description
Source

A1 Attitude-related behaviors (ARB)

f 1
Perceived usefulness

(PU)
The degree to which a person believes that using a particular legal AI bot would

enhance his or her performance. [16,22,23]

f 2
Perceived ease of use

(PEOU)
The degree to which a user believes that applying a legal AI bot is clear and

understandable for the average person. [16,22,23]

f 3 Complexity
Users’ perceptions about how difficult the legal AI bot will be to use, operate, or

understand. The easier it is to use and realize, the more likely it is to be implemented.
Therefore, complexity is expected to be negatively related to attitude.

[22–25]

A2 Perceived behavioral control (PBC)

f 4 Self-efficacy (SE)
Specific decisions that individuals make about their ability to do something. With

reference to legal advisory legal AI bots, self-efficacy refers to users’ assessment of the
ability to achieve services and legal information through them.

[23,26]

f 5
Resource facilitating

conditions (RFC)
Resources, such as time or precedents, related to resource compatibility and matters

that may constrain usage. [23,27]

f 6
Technology facilitating

conditions (TFC)
Technology, such as software and hardware, related to technology compatibility and

issues that may constrain practice. [23,27]

A3 Trust-related behaviors (TRB)

f 7
Disposition to trust

(DTC) A person’s general tendency to trust others; it could be considered a personality trait. [28,29]

f 8 Structural assurance (SA) The perception that the necessary legal and technical structures are in place:
guarantees/promises, encryption, regulations, and other processes. [16,23]

f 9 Trust belief (TB) The belief in the trustworthiness of the legal AI bot, consisting of a set of particular
beliefs about competence and integrity. [18,23,28,29]

A4 Innovation resistances (IR)

f 10 Usage barrier (UB) For using the legal AI bot, the usage barriers include users’ perceptions on what is
required for legal advice, e.g., clarity. [30–33]

f 11 Value barrier (VB) The perception of some users that a legal AI bot has few advantages: such as if the
advisory legal AI bot connection generates more time than benefits. [30,31]

f 12 Risk barrier (RB)
Users’ perception rather than a characteristic of the robots. Hence, at legal advisory
institutions for a legal AI bot, it is not always a problem of actual risks but has to do
more with users’ perception that, for a number of reasons, the service entails risks.

[30,31]

f 13 Tradition barrier (TB)
The impact of the innovation on routines. If these routines are significant to a user,

resistance will be high. The image barrier is related to the origin of an innovation, such
as advisory class.

[30,31]

f 14 Image barrier (IB)
The negative “danger to use” perception to AI in general and to robots in particular.

Users who already perceive that technology is too difficult to apply may instantly form
a negative image of these service associated with the robots.

[30,31]
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3. Developing a Map Based on an Integrated MCDM Model

In the section, we briefly define the proposed integrated MCDM model. One of the critical
issues in MCDM is ranking a series of alternatives according to a series of factors. In this field, there
exist numerous MCDM approaches that rank the alternatives in dissimilar ways [34]. This model is
based on previous practice and is considered a suitable method for exploring a strategy to ensure the
implementation of a legal AI bot. The functions that the integrated model offers include selection and
ranking as well as performance enhancement. In this study, there are two alternative performances:
one is intention stage which means that users want and plan to use a legal AI bot, and another
alternative is adoption stage, which means that users will to use legal AI bot. The latter is required to
reduce any gaps in achieving the ideal outcomes. Ultimately, the major advantage of our hybrid model
is its decision-making function of selection extending to enhancement. Thus, it can help administrators
develop the best strategies for alternative selection and enhancement problems.

The hybrid model is divided into three parts after the number of factors/aspects to be included in
the framework for the legal AI bot implementation has been confirmed. (1) DEMATEL is applied to set
up a structure showing the network of influencing relationships (i.e., INRM, referring to the influential
network relationships map) on the factors/aspects within the framework. (2) DANP (DEMATEL-based
ANP) is applied to the concepts and procedures of ANP to derive the influential weights of each
factor/aspect. (3) The modified VIKOR technique applying influential weights is then used to synthesize
these gaps between current and ideal performances. Hence, this hybrid model with the integration of
three parts is able to support decision-makers in determining how to decrease the gaps of performance
to attain the ideal outcome. The hybrid model is shown in Figure 1.
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Figure 1. Modeling procedures of our proposed hybrid multicriteria decision-making (MCDM) model.

3.1. DEMATEL for Constructing an Evaluation Framework with INRM

DEMATEL is a method for establishing interdependent relationships among factors in a complex
structure. The method applies mathematical theories to compute the degree of direct and indirect
effects on each factor/aspect [23,35–37]. This method has four phases as follows.

3.1.1. Phase 1: Building Domain Knowledge Based on a Direct-Relation Matrix

When the number of elements (a) in an evaluation framework has been confirmed, the standard
scale of degree of influence is developed (e.g., ranging from “extremely high effect (4)” to “lack of effect
(0)”). This measures the degree of influence between factors or aspects by using normal language.
The average of n domain experts uses a standard scale to show this direct degree of influence of the
factor/aspect x on each other factor/aspect y in the matrix D = [dxy]a×a

= [(
∑n

z=1 dz
xy)/n]

a×a
(in which

dxy , 0; otherwise, dxy = 0, and n is the number of domain experts). Finally, the mean is used to
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integrate a primary direct relation matrix called E = [exy]a×a
that represents the actual experience

among all the domain experts.

3.1.2. Phase 2: Obtaining a Normalized Direct Relation Matrix

A normalized primary direct relation matrix B is achieved via normalizing this primary direct
relation matrix E. We use Equations (1) and (2), where the maximum sum of each row and column is 1
and all the diagonal terms of the matrix B are 0:

η = max
x,y

[

maxx

∑a

y=1

∣

∣

∣exy

∣

∣

∣, maxy

∑a

x=1

∣

∣

∣exy

∣

∣

∣

]

(1)

B =
E

η
(2)

3.1.3. Phase 3: Deriving a Matrix of Full-Influential Relations

The matrix of full-influential relations F can be derived by using Equation (3). It can offer
assurances of convergent resolutions to this matrix inversion in the same way as capturing a Markov
chain matrix. Thus, the matrix of the full-influence relation F can be achieved from these values in the
normalized direct-relation matrix B, where I is the identity matrix.

F = B + B2 + · · ·+ Bh = B × (I−B) − 1, when limh→∞ Bh = [0]a×a (3)

The full-influence relation matrix F can be divided into FC (by factors) and FD (by aspects) according to
a hierarchical structure in Equations (4) and (5), respectively.
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3.1.4. Phase 4: Establishing an Influential Network Relations Map

By summing the individual columns and rows of the full-influence relations matrix F, we acquire
the sum of vectors with all columns and rows, as shown by the following Equations (6) and (7):

px =
[

∑a

y=1
fxy

]′

a×1
, x ∈ {1, 2, . . . , a} (Factor x influences all other factors) (6)

qy =
[

∑a

x=1
fxy

]

1×a
, y ∈ {1, 2, . . . , a} (Factor is affected by all other factors) (7)

When y = x (the sum of column and row aggregations means that any factor x influences all
other factors, called px, and x is affected by all other factors, called qx. The value (px + qx) shows the
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total influence affects received and given by enabler factor x (i.e., representing the degree of effect that
this enabler factor x plays in the entire structure, also called “prominence”). In addition, the value
(px − qx) states the clear influence of enabler x on this entire method. When (px − qx) has a positive
value, then x fits the net cause set. When (px − qx) has a negative value, then x fits the net effect set.
Thus, by mapping the dataset of (px + qx, px − qx), we can get the INRM of aspects and factors.

3.2. The DANP Method for Deriving Influential Weights on Aspects and Factors

DANP is applied to the full-influence relations matrix to derive the weight of interdependent
relations among aspects/factors by using the concepts and procedures of ANP [23,35,36]. Thus,
the value of the weight represents the ratio of factors/aspects and their degree of influence on the whole
model that is simultaneously based on a consideration of given and received degrees of influence in a
situation. The DANP method includes three major steps, as follows.

3.2.1. Phase 1: Developing an Unweighted Super-Matrix

Developing this unweighted super-matrix W = (F
ρ

C
)′ can be divided into two steps. The first

action normalizes the full-influence relations matrix FC (i.e., factor value) to obtain the normalized
full-influence relations matrix F

ρ

C
. The second action transposes the normalized full-influence relations

matrix F
ρ

C
to obtain W = (F

ρ

C
)′.

The normalized full-influence relations matrix F
ρ

C
(Equation (9)) is obtained by normalizing each

row of aspects in the full-relation matrix FC (Equation (8)), where the sum of each row equals the
number of aspects:
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where F
ρ11
C

, as a normalized example, demonstrates the basic concept of how to normalize actions,
as shown in Equations (9) and (10):
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Then, the normalized full-influence relations matrix F
ρ

c is transposed to acquire the super-matrix
with unweighted W = (F

ρ

c )
′, as expressed in Equation (11):
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3.2.2. Phase 2: Synthesizing a Weighted Super-Matrix

This synthesizing stage of the super-matrix with a weighted W∗ can also be divided into two steps.
The first action normalizes the full-influence relation matrix FD (i.e., aspect level) (Equation (5)) and
transposes it to achieve the normalized full-influence relation matrix F

ρ

D
, as shown in Equations (12)

and (13). The second action is the normalized full-influence relation matrix F
ρ

D
multiplied by this

super-matrix with unweighted W; it is able to present a super-matrix with weighted W∗, as expressed
in Equation (14).
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3.2.3. Phase 3: Agglomerating the Weighted Super-Matrix

We can use the Markov chain process of ANP to agglomerate the super-matrix with weighted
W∗ by means of itself numerous times until this super-matrix has become a stable super-matrix to
have a sufficiently large power Θ. Hence, the influential ratio values of factors are obtained by
lim

Θ→∞
(Wρ)Θ. Finally, we obtain a set of influential weights on factors (w1, . . . , w j, . . . , wn) and aspects

(wD
1 , . . . , wD

j
, . . . , wD

m).

3.3. M-VIKOR for Evaluating and Improving Alternative Performance

M-VIKOR is an evaluation technique following the conception of compromise in reaching the
best possible outcomes in multicriteria situations. It can be applied to assist decision makers in
selecting and ranking options as well as for performance enhancement [23,35,36]. We define the “ideal
value” in terms of the “worst value” as the standard and change the normal “max-min” to determine
the benchmark. However, VIKOR’s negative-ideal and positive-ideal points are determined by the
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best score and the worst performance score according to “max-min” factors in real-world situations.
Because VIKOR cannot show gaps in the enhancement of alternatives, we modified it so that the
normal maximum and minimum are the negative ideal points, with the points being an ideal value
as well as the worst value for alternative selection and enhancement. Thus, by using the M-VIKOR
“ideal-word” for the normalized class distance utility, being near the ideal value and far from the worst
value is a good outcome in these real-world situations [23,35,36,38–42].

3.3.1. Phase 1: Determining the Negative/Positive Ideal Point Based on Ideal Values and Worst Values

The normal VIKOR method sets the positive-ideal point u∗x = maxk{ukx|k = 1, 2, . . . , m} and
the negative ideal point u−x = mink{ukx|k = 1, 2, . . . , m} in k alternatives. The positive-ideal point
u∗x = maxk{ukx|k = 1, 2, . . . , m} and the negative ideal point u−x = mink{ukx|k = 1, 2, . . . , m} are set as
follows (Equations (15) and (16)):

u∗x =

{

maxk{ukx|k = 1, 2, . . . , m}, for benefit attributes
mink{ukx|k = 1, 2, . . . , m}, for cost attributes

}

, x = 1, 2, . . . , a (15)

u−x =

{

minx{ukx|k = 1, 2, . . . , m}, for benefit attributes
maxx{ukx|k = 1, 2, . . . , m}, for cost attributes

}

, x = 1, 2, . . . , a (16)

In this study, we used questionnaires in which the scored responses range from 0 to 10: totally
dissatisfied (0) to extremely satisfied (10). We set the ideal value at 10 (i.e., u∗y = 10 as the positive-ideal
point) and the worst value at 0 (i.e., u−y = 0 as positive-ideal point) in each factor x, respectively.
The basic concept differs from the traditional method as follows:

The vector of ideal value (Equation (17)):

uaspired = (u
aspired

1 , . . . , u
aspired
x , . . . , u

aspired
a ) = (10, . . . , 10, . . . , 10) (17)

The vector of worst value (Equation (18)):

uworst = (uworst
1 , . . . , uworst

y , . . . , uworst
a ) = (0, . . . , 0, . . . , 0) (18)

3.3.2. Phase 2: Obtaining the Mean of the Minimal Gap of the Maximal Regret and Group Utility on
Each Alternative

The purpose of this phase is to compute the minimal average gap of the group utility Sk and the
maximal gap for all factors or aspects in order to give the highest priority to the enhancement sequence
Tk(Equations (19) and (20)):

L
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L
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) represents the gap ratio of performance; Sk indicates the

average gap ratios of the ideal value u
aspired
x to the value of performance ukx in factor x of alternative k;

wx indicates the relative influential weight of factor x (or aspect x), where wx is obtained via the DANP
method; and Tk represents the maximal performance gap in all the factors or aspects for prioritizing
enhancement within alternative k. It is possible that the M-VIKOR method can also be used to solve
only one alternative in terms of the gap in performance enhancement: closing the gap between zero
and the ideal value.
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3.3.3. Phase 3: Providing a Comprehensive Indicator of Each Alternative

The comprehensive score of each alternative Hk is finally integrated by Equation (21). When
the value is combined in the influential network relations map (INRM), we can observe how each
alternative is enhanced to decrease the gaps in factors in order to achieve the ideal value:

Hk = v
Sk − Saspired

Sworst − Saspired
+ (1− v)

Tk − Taspired

Tworst − Taspired
(21)

where Saspired = 0 (i.e., achieving the ideal value of group utility Sk), Sworst = 1 (i.e., the worst situation
of Sk), Taspired = 0 (i.e., achieving the ideal value of maximal regret Tk), and Tworst = 1 (i.e., the worst
situation of Tk). Thus, Equation (21) can be rewritten as Equation (22):

Hk = vSk + (1− v)Tk (22)

where v is the weight for the decision-making perspective (i.e., v = 1 is only considered in how to
minimize the group utility Sk; v = 0 is only considered in how to choose the maximum gap for previous
enhancement Tk; and v = 0.5 is considered for both the group utility Sk and the maximum gap Tk).

4. Research Methods

In this section, our proposed hybrid MCDM model was applied in a case study on the
implementation of a legal AI bot in Taiwan. The case study illustrates how the hybrid MCDM
model can be used to assist administrators in understanding and enhancing their own attitude toward
this type of legal AI bot and in realizing users’ behavior and attitudes toward it.

4.1. Data Collection

Between April and May, 2020, interviews and questionnaires were applied to collect data from
36 experts (10 AI judges, 12 lawyers, and 14 AI experts) who understand and have an interest in the
development of AI, law, or AI robots and who had worked at least 10 years for related work experiences.
In order to ensure the smooth progress of data collection, this study firstly applied a matrix filling
technique to conduct the pre-investigation and trial filling. The response from filling in the matrix was
that it was not easy for experts to compare the name and code of individual factors, such as filling in
the matrix. Hence, this study enhances this procedure of fulfilling the study via designing a survey like
a Likert scale and clarifying the corresponding instructions and conceptions in detail so the experts can
seriously and easily fill in the survey. In the analysis, we use the tool “Microsoft Office Excel 2016” for
computations. The significance confidence is 99.05%, and the gap error is only 0.95%, which is less
than 1% and greater than 95% consensus. Each survey needed between 40 and 50 minutes to complete.

4.2. Using DEMATEL to Develop INRM

This study used DEMATEL to investigate how to adopt a legal AI bot according to the 14 factors
referring to four aspects, as discussed above. From the surveys, we obtained matrix F, giving the
total influence for the four aspects and 14 factors. These are shown in Tables 2 and 3, respectively.
We developed the ideas and estimations of the users in the four aspects and found how the extent of the
influence is associated with other aspects in Table 2. Based on the degree of total influence (px + qx),
TRB
(

A3

)

has the strongest effect on the strength of the relationship; this was the most significant effect.

On the contrary, IR
(

A4

)

has the least influence. Based on the relationship of influence (px − qx), we also

determine that IR
(

A4

)

has the strongest direct influence on other aspects and that TRB
(

A3

)

is the worst
direct influence.
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Table 2. The sum of effects on aspects and total effect matrix of FD.

Aspects A1 A2 A3 A4 px qx px+qx px−qx

ARBA1 0.458 0.431 0.492 0.373 1.755 1.796 3.551 −0.042
PBCA2 0.435 0.376 0.451 0.338 1.600 1.620 3.220 −0.020
TRBA3 0.473 0.428 0.462 0.350 1.713 1.841 3.553 −0.128
IR A4 0.431 0.385 0.436 0.336 1.588 1.398 2.987 0.190

Table 3. The total effect matrix of FC for factors.

Factors f1 f2 f3 f4 f5 f6 f7 f8 f9 f10 f11 f12 f13 f14

f1 0.442 0.496 0.486 0.448 0.457 0.454 0.495 0.530 0.501 0.418 0.399 0.386 0.366 0.373
f2 0.499 0.399 0.466 0.426 0.427 0.436 0.469 0.510 0.477 0.403 0.383 0.372 0.348 0.355
f3 0.489 0.456 0.386 0.414 0.408 0.414 0.471 0.500 0.476 0.392 0.374 0.354 0.335 0.345
f4 0.449 0.422 0.418 0.327 0.381 0.387 0.432 0.457 0.428 0.358 0.352 0.340 0.310 0.322
f5 0.486 0.454 0.444 0.411 0.360 0.437 0.475 0.497 0.476 0.379 0.366 0.354 0.339 0.353
f6 0.430 0.411 0.397 0.370 0.391 0.321 0.418 0.452 0.422 0.346 0.339 0.311 0.304 0.305
f7 0.480 0.459 0.461 0.417 0.432 0.424 0.392 0.502 0.477 0.369 0.356 0.345 0.325 0.332
f8 0.496 0.473 0.466 0.428 0.441 0.436 0.483 0.427 0.486 0.378 0.361 0.348 0.319 0.336
f9 0.493 0.463 0.462 0.417 0.435 0.423 0.480 0.505 0.403 0.387 0.374 0.350 0.336 0.335
f10 0.481 0.459 0.465 0.429 0.419 0.410 0.448 0.480 0.455 0.333 0.373 0.376 0.361 0.351
f11 0.493 0.469 0.465 0.420 0.416 0.420 0.458 0.497 0.474 0.394 0.323 0.381 0.353 0.355
f12 0.499 0.474 0.471 0.423 0.431 0.422 0.488 0.519 0.495 0.420 0.396 0.320 0.362 0.359
f13 0.387 0.359 0.359 0.333 0.333 0.332 0.359 0.392 0.384 0.341 0.317 0.317 0.236 0.294
f14 0.384 0.354 0.354 0.324 0.329 0.328 0.352 0.386 0.358 0.321 0.310 0.296 0.281 0.233

Note: z = 36 denotes the number of users, f
p

ij
is the average influence of x factor on y, and a denotes the number

of factors; here, a = 14 and a × a is a matrix. 1
a2

a
∑

x=1

a
∑

y=1

∣

∣

∣

∣

f z
i j
− f z−1

i j

∣

∣

∣

∣

f
p

ij

× 100% = 0.95% < 5%; the significant confidence

is 99.05%.

According to the total effect matrix, we assess how each of the influencing factors are related to
individual factors (see Table 3). This illustrates the extent of indirect or direct effects and contrasts
them with the other factors in Table 4. PU

(

f1

)

is the most significant factor for consideration; moreover,

IB
(

f14

)

has the smallest effect on the other factors. Table 4 also shows that UB
(

f10

)

has the strongest

effect on the other factors and that TFC
(

f6

)

is the most strongly affected by other factors.

4.3. Using the DANP Model for Analyzing the Influential Weights

We applied DEMATEL to determine the most influential relationships among the factors and to
acquire the most accurate weightings. The objective of DANP is to explain the feedback regarding the
interdependence and interrelationships among factors. Hence, we developed this quality estimation
model by applying the DEMATEL method according to the concepts of ANP, so that our DANP could
determine the weight of influence of each factor (see Tables 4 and 5).

We also considered whether these important factors in user behavior are compatible with legal AI
bot SA

(

f8

)

, PU
(

f1

)

, and TB
(

f9

)

. In addition, the weights of influence are integrated with the DEMATEL
method to evaluate the significance of problem-solving according to the gaps recognized by using the
M-VIKOR technique and INRM (shown as Figure 2).
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Table 4. The weights, the sum of effects, and ranking per factor.

Aspects/Factors px qx pi+qi px−qx
Influential Weights
(Global Weights)

ARB A1 0.270

PU f 1 1.423 1.430 2.853 −0.006 0.094
PEOU f 2 1.365 1.351 2.716 0.014 0.089

Complexity f 3 1.331 1.338 2.669 −0.007 0.088

PBC A2 0.244

SE f 4 1.095 1.108 2.203 −0.012 0.080
RFC f 5 1.207 1.132 2.339 0.075 0.082
TFC f 6 1.082 1.145 2.227 −0.063 0.081

TRB A3 0.277

DT f 7 1.371 1.355 2.726 0.017 0.090
SA f 8 1.395 1.434 2.829 −0.038 0.096
TB f 9 1.388 1.367 2.755 0.022 0.091

IR A4 0.210

UB f 10 1.809 3.603 -0.016 1.809 0.045
VB f 11 1.719 3.526 0.089 1.719 0.043
RB f 12 1.690 3.547 0.166 1.690 0.042
TB f 13 1.593 3.099 -0.088 1.593 0.039
IB f 14 1.593 3.034 -0.151 1.593 0.040

4.4. Using M-VIKOR for Assessing the Total Gaps

We used M-VIKOR to enhance legal AI bot services and to estimate the total accreditation gaps
in users’ behavior at the intention and adoption stages, as shown in Table 5. Administrators can
classify problem-solving topics followed by the integrated index from this aspect of the factors as
individual aspects.

Applying these indices to the four aspects and 14 factors, gaps in values can be evaluated by
means of the priority sequence enhancement for attaining the ideal values. TB

(

f13

)

with a larger gap

(0.750) at the intention stage is the primary factor to be enhanced, followed by IB
(

f14

)

and UB
(

f10

)

.

Of all the factors, administrators of legal advisory institutions are the most focused on TB
(

f13

)

(tradition

barrier) at the intention step; TB
(

f13

)

with a larger gap (0.625) is the primary factor to be enhanced in the

adoption step, followed by IB
(

f14

)

and TFC
(

f6

)

. Supervisors pay the most attention to TB
(

f13

)

(tradition
barrier) in the adoption stage. The findings show the enhancement priority sequence required for the
overall factors to achieve the ideal value, from the most to the least significant factors.

Priorities for enhancement can also be used for individual aspects. In ARB
(

A1

)

, for example,

the sequence of values of the priority gap is complexity
(

f3

)

, PEOU
(

f2

)

, and PU
(

f1

)

. In PBC
(

A2

)

of the

intention stage, the sequence of values of the priority gap is TFC
(

f6

)

, SE
(

f4

)

, and RFC
(

f5

)

. In TRB
(

A3

)

of the intention stage, the sequence of the enhancement priorities is SA
(

f8

)

, DOT
(

f7

)

, and TB
(

f9

)

.

In IR
(

A4

)

of the intention stage, the sequence of the enhancement priorities is TB
(

f13

)

, IB
(

f14

)

, UB
(

f10

)

,

VB
(

f11

)

, and RB
(

f12

)

. In the adoption stage, the sequence of the enhancement priorities is
(

f2

)

,
(

f3

)

,

and
(

f1

)

in ARB
(

A1

)

;
(

f6

)

,
(

f4

)

, and
(

f5

)

in PBC
(

A2

)

;
(

f9

)

,
(

f7

)

, and
(

f8

)

in TRB
(

A3

)

; and
(

f13

)

,
(

f14

)

,
(

f10

)

,
(

f11

)

, and
(

f12

)

in IR
(

A4

)

. Applying the values of gaps offered by the sample of users, these
enhancement primacy schemes are comprehensive and unique, both in terms of their separate aspects
and overall (see Table 5). Administrators will be able to understand users’ behavior in adopting legal
AI bots and to recognize the gaps in the stages (of multiple intention and adoption).
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Table 5. The evaluation of legal artificial intelligence (AI) bot for multiple stages by M-VIKOR.

Aspects/Factors Local Weight Global Weight
(DANP)

Legal AI Bot Gap (hkj)

Intention (H1) Adoption (H2)

ARB A1 0.270 0.314 0.206

PU f 1 0.347 0.094 0.175 0.100
PEOU f 2 0.328 0.089 0.375 0.275

Complexity f 3 0.325 0.088 0.400 0.250

PBC A2 0.244 0.508 0.410

SE f 4 0.330 0.080 0.500 0.379
RFC f 5 0.336 0.082 0.400 0.375
TFC f 6 0.334 0.081 0.625 0.475

TRB A3 0.277 0.413 0.209

DOT f 7 0.325 0.090 0.413 0.225
SA f 8 0.347 0.096 0.425 0.175
TB f 9 0.329 0.091 0.400 0.229

IR A4 0.210 0.608 0.419

UB f 10 0.215 0.045 0.700 0.350
VB f 11 0.207 0.043 0.500 0.325
RB f 12 0.199 0.042 0.375 0.225
TB f 13 0.188 0.039 0.750 0.625
IB f 14 0.191 0.040 0.725 0.600

SA Total gaps 0.450 0.301

4.5. Results and Discussion

From our DEMATEL method, we have identified the interrelationships between factors or aspects
by applying IRNM (as shown in Figure 2). As shown in Figure 2, IR

(

A4

)

affects other aspects like

PBC
(

A2

)

, ARB
(

A1

)

, and TRB
(

A3

)

. It can be seen that IR
(

A4

)

plays a significant role and has the
strongest effect on the other aspects. Hence, administrators need to focus on enhancing this aspect,
followed by PBC

(

A2

)

, ARB
(

A1

)

, and TRB
(

A3

)

sequentially, when evaluating the behavior of users and
improving their implementation of legal AI bots.

After investigating the aspects, we next identified the factors considered in all aspects. Based on
these outcomes, we show IRNM of the factors in Figure 2. When considering the relationships of
influence among the factors, in the ARB aspect, it was shown that PEOU

(

f2

)

was the most influential

factor and should be the first to be enhanced, followed by PU
(

f1

)

and complexity
(

f3

)

(see Figure 2:

the causal relationship A1). In the PBC aspect, RFC
(

f5

)

was the most influential factor and is the

most important to be enhanced, followed by SE
(

f4

)

and TFC
(

f6

)

(see Figure 2: causal relationships in

A2). In the TRB aspect, TB
(

f9

)

was the most influential factor and is the most important to enhance,

followed by DOT
(

f7

)

and SA
(

f8

)

(see Figure 2 causal relationships in A3); in the IR aspect, RB
(

f12

)

was

the most influential factor and is the most important to enhance, followed by VB
(

f11

)

, UB
(

f10

)

, TB
(

f13

)

,

and IB
(

f14

)

(see Figure 2: causal relationships in A4).
The findings of the aspects and factors offer crucial information for understanding user behavior

and what will affect their use of legal AI bots for sustainable development at institutions of legal
advisory. Administrators need to consider all the aspects and factors presented in Figure 2. Although
the estimation technique can be applied at legal advisory institutions and nonacademic real-life
situations, administrators of the former will need to bear in mind that some modifications of the model
will need to be applied at individual institutions. Because the value of significance for the 14 factors
can change according to the particular situation and user behavior, supervisors will need to consider
the typical behavior of their users before determining the ideal implementation technique.
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Figure 2. The influential network relationships map (INRM) per aspect and factor.

The most significant factor identified by means of DANP when estimating a legal AI bot and
that affects users’ decisions was TRB

(

A3

)

weighted at 0.277 in the aspects of SA
(

f8

)

and PU
(

f1

)

and
weighted at 0.096 and 0.094 in the factors (see Table 5). Trust is a significant element that determines
the key to any connection. Trust is formed when a user believes in the integrity and reliability of the
other party. Trust is a main element in a reciprocal connection [43]. Structural assurance represents a
belief in the guarantees/promises, encryptions, regulations, and other processes of a new legal AI bot,
the expectations caused via the user in uncertain surroundings, and their effects on significant events.
This study found that the interviewees gave a certain particular psychological response to legal AI bots
and formed a one-way emotional bond: trust [44]. Hence, the trust of users in legal AI bots forms the
structural assurance of robots in legal services. On the other hand, legal AI bots can help improve
personnel performance, can enhance operational efficiency, and can reduce costs. These experts
contended that a legal AI bot is helpful and efficient. They agreed that resolving the legal issues of users
quickly, conveniently, and at a lower cost establishes the fundamental facet of perceived usefulness,
which is an important influence issue [4,16]. “Structural assurance” and “perceived usefulness” are
therefore the most significant factors when evaluating legal AI bot implementation.

The overall gap values in Table 5 that show room for enhancement are 0.450 in the intention stage
and 0.301 in the adoption stage. From the stages, IR

(

A4

)

featured the largest gap (0.608) in the intention

stage while IR
(

A4

)

featured the largest gap value (0.419) in the adoption stage; clearly, it needs to
be a priority for enhancement if administrators wish to attain an ideal value. In terms of long-term
improvement, administrators should carefully consider their intentions regarding introducing legal AI
bots for the reasons given above. Assessing legal AI bots according to users’ behavior by means of a
multiple-stage pattern, as offered by this approach, can be introduced to legal advisory institutions.
However, managers need to be cautious about using this pattern because the significance of these
14 factors may vary according to the situation. Supervisors need to associate the legal AI bot with users’
behavior and to describe this difference before judging whether this would be the ideal service to offer.

5. Conclusions

Legal AI bots have a significant role to play at legal advisory institutions, but the strategies for
their use are complex and there is not always overall clarity on how they should be implemented for
sustainable development. Different situations may require different conditions for their use. Based on
previous research and the opinion of experts, we established four aspects with 14 factors that align
with legal AI bot implementation according to user behavior. We used an integrated MCDM model,
DDANPV, which is very powerful technique, and a combination of DEMATEL, DANP, and M-VIKOR
in a case study. The key motivations among these various methods are available for conflict resolution.
When various criteria are to be considered, integrated MCDM is one of the most widespread methods.
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M-VIKOR is an MCDM technique that is based on assessing established criteria and on reaching a
compromise for generating the best solution. VIKOR ranks the criteria to establish the solution that is
closest to the ideal for sustainable development.

In our decision-making procedure, we applied weightings to local and global alternatives to
allow the leaders of legal advisory institutions to choose the features that would best assist them at
implementing legal AI bots for sustainable development. We have not only chosen the best elements
but also have established how to narrow gaps to attain the ideal values for legal AI bots. It is argued
that the methodology used in this research is capable of handling intricate problems related to the
sustainable development of legal AI bots. This study not only has deep significance for related
specialists but also offers an adequate and feasible approach to the sustainable development of legal
AI bots under an approach that offers management support when targeting enhancement of legal AI
bot usage.

The limitations of this paper offer direction for future research. The primary data were obtained
from a limited number of users in the field of legal AI bots. Though adjusted, there were some
dissimilar estimations in the assembly of the data of the primary matrix of influence due to variances
in specialized viewpoints. Further research will be able to expand the channels and scope to obtain
more extensive primary data, which will increase the accuracy of the final results. Following further
developments in the implementation of legal AI bots, it will be necessary to undertake more studies in
the field. Research should investigate the core reasons for variances in order to fully understand the
interrelationships among a wide range of factors.
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Abstract: The paper presents an overview of current and expected prospects for the development of
artificial intelligence algorithms, especially in military applications, and conducted research regarding
applications in the area of civilian life. Attention was paid mainly to the use of AI algorithms in
cybersecurity, object detection, military logistics and robotics. It discusses the problems connected
with the present solutions and how artificial intelligence can help solve them. It briefly presents also
mathematical structures and descriptions for ART, CNN and SVM networks as well as Expectation–
Maximization and Gaussian Mixture Model algorithms that are used in solving of discussed problems.
The third chapter discusses the attitude of society towards the use of neural network algorithms in
military applications. The basic problems related to ethics in the application of artificial intelligence
and issues of responsibility for errors made by autonomous systems are discussed.

Keywords: neural networks; artificial intelligence; AI in military; CNN; social robots

1. Introduction

One of the main pillars determining the position of a state in the international arena is
its military potential. As defined by the U.S. Department of Defense, military capability
means [1] “the ability to achieve a specified wartime objective (win a war or battle, destroy
a target set).” Military capability is determined by structure, modernization, readiness
and sustainability. The level of modernization depends mainly on technical sophistication,
weapon systems and equipment.

A typical war known from the Second World War is slowly fading into oblivion
and goes into cyberspace. As research shows [2] hacker attacks on both private compa-
nies and government institutions have become a common phenomenon. According to
researchers [3,4], artificial intelligence (AI) and innovative automatic systems will become
an inseparable element of future armed conflicts.

Most modern AI algorithms require large amount of data [5] for example AI algorithms
to natural language processing [6]. They can work better, faster and more efficient, but
they cannot work well without access to large databases. Access to extensive data sources
and the increasing computing power of machines have enabled the development of this
field of science. Nowadays, interest in using neural networks is still growing, which
can be observed by analyzing scientific publications on various topics from the last few
years—development of ITS (Intelligent Transport Systems) [7,8], prediction and evaluation
of atmospheric phenomena [9–11], distinguish information tweets (containing relevant
facts) from non-information ones (containing rumors or non-detailed information) [12]
and predicting dynamic FX markets [13] and the real estate market [14]. In military sector,
AI algorithms can be used, among others, for speech recognition systems [15] or object
detection and recognition [16].

Artificial intelligence has a wide range of applications, resulting in its enormous
and multi-faceted impact on society. In recent years AI hast taken part in creating new
standards of social behavior, people-to-people contacts and even politics and functioning
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of state, what the authors write about in [17–19]. New technologies give hope but also
inspire fear, which is discussed in more detail later in this paper. The rest of the paper is
organized as follows: Chapter 2 presents used methodology; Chapter 3 discusses examples
of applications based on the use of artificial intelligence in military; Chapter 4 is dedicated
to the impact of using these algorithms in military on state politics, state defense and sense
of security of citizens; Chapter 5 shows conclusions relating to the overview.

2. Methodology

Firstly, selected examples of artificial intelligence algorithms used in military systems
are presented. Said examples are related to areas of the army particularly important in
terms of ensuring the proper functioning and the security of the state and all citizens and
play a crucial role in conducting modern combat activities on the battlefield. The used
taxonomy (showed in detailed way in Figure 1) presents the overview of literature coming
from the type of military applications or area of applications to the different algorithms
of artificial intelligence used to solve this problem. All areas and specific algorithms are
shortly described in order to better understanding of the development of AI in military.

 

Figure 1. Taxonomy proposed in the overview of military applications.

With reference to the described military applications, an analysis of the main concerns
of the society regarding the development of AI in the context of ethics and social behavior
was performed. The surveys conducted in 2011 and 2019 on the attitudes of citizens from
various social groups to the development of artificial intelligence algorithms in various
areas and applications were compared.

3. Practical Using of Neural Networks in Military Applications

Artificial neural networks in military applications have great potential in every field;
they can provide support during land, sea, air and information warfare. Artificial in-
telligence finds military applications in logistics, transport, armed attack analysis and in
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communication, which was presented in the report [20]. The existence of a high demand for
applications using AI in the defense sector is confirmed by the AIE (Artificial Intelligence
Exploration) program launched by DARPA (Defense Advanced Research Projects Agency)
in July 2018 [21], which is a key element of the organization’s investment strategy focused
on providing advantage to the United States in this area of technology. Moreover, the
European Defence Agency supports the use of artificial intelligence in the field of defense,
especially for tasks related to the processing of large amounts of data [22]. The following
chapter provides some examples of the use of AI technology in military applications.

3.1. Application of Neural Networks in Object Location

Classic methods of location at sea include among others the use of various types of
radar stations, air patrols, maritime patrols, remotely controlled drones or satellites, e.g.,
CleanSeaNet—the European satellite object and pollution detection service, developed
and monitored by EMSA [23]. In recent years, the automatic identification system (AIS)
has also become very popular. The system provides a lot of information about marine
traffic; however, due to the large amount of processed data, it is not always effective.
Instead, various machine learning approaches are used to monitor and inform about any
anomaly—the movement that deviates from established standards.

One of the methods used in AISs is Fuzzy ARTMAP [24]. It is an architecture that
combines fuzzy logic elements and Adaptive Resonance Theory (ART) neural networks.
By default, ART uses unsupervised learning technique. The algorithm of the network
operation consists in maintaining readiness to learn new patterns while preventing the
rejection or modification of previously learned ones [25]. The system must be able to
maintain stability when facing non-significant events and the ability to update on significant
events. The basic ART network consists of two layers and a reset module, which are shown
in Figure 2. The first layer, called the comparison field, receives normalized input data,
processes it and transfers it to the second layer with appropriate weights. The second layer,
otherwise the recognition field is a competitive layer according to the WTA principle—
“winner takes all” [26], in which the unit with the best match (the highest product of the
input vector and weight) becomes a candidate for learning a new pattern; the other units
are ignored. The reset module decides whether a new unit can learn a pattern based on its
similarity to the prototype vector; this is called the vigilance test.
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ϙ

ϙ (𝑋) = 𝑝(𝑘|𝑋) = ( | ) ( )∑ ( ) ( | ) = ( | )∑ ( | )
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Figure 2. Structure of the Adaptive Resonance Theory (ART) network with emphasis on existing
layers and mechanisms [25].
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The authors modified the basic algorithm to obtain greater speed and efficiency of
training, which allows it to be adapted in real time and in interactive conditions (the
operator supports model training).

Other solution of AIS was presented in [27]. Authors proposed using the old-fashioned
artificial intelligence method of data integrity assessment based on set of rules. The work
was developed in cooperation with representatives of French military units—officers of the
French Navy and cadets of the French naval academy.

In [28], authors present another method of grouping data based on similarity—
Gaussian Mixture Model (GMM). Most of the data can be modelled using the Gaussian
distribution. The idea of this model is to assume that the data for grouping comes from
different Gaussian distributions, so the data set can be modeled as a mixture of different
Gaussian distributions. The Gaussian distribution is described as follows [29]:
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x, µ, σ2
)

=
1

σ
√

2π
e−

1
2 (

x−µ
σ )

2

, (1)

where µ is a location parameter, equal to the distribution mean and

—

—
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is the standard
deviation.

According to the method described in [30], it is assumed that there are K units (clusters)
with estimated values of µ and
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parameters, for which the probability density function is
defined as a linear probability density function of all distributions:

p(X) = ∑
K

k=1 µkG(X|µk, Σk) (2)

where
Σ—covariance matrix;
G(X|µk, Σk)—the probability density function of a Gaussian Distribution.
Defining an example variable

𝜋𝑘 = 1𝑁 ∑ ϙ𝑘(𝑥𝑛)𝑥𝑛𝑁𝑛=1  ,∑ ϙ𝑘(𝑥𝑛)𝑁𝑛=1
annot

—

The idea of GAN is a “combat” between two networks working 
— — —

—

k(X) = p(k|X) in accordance with the Bayes’ theorem
that will be used in further calculations:𝜋𝑘 = 1𝑁 ∑ ϙ𝑘(𝑥𝑛)𝑥𝑛𝑁𝑛=1  ,∑ ϙ𝑘(𝑥𝑛)𝑁𝑛=1

annot

—

The idea of GAN is a “combat” between two networks working 
— — —

—

k(X) = p(k|X) =
p(X|k)p(k)

∑
K
k=1 p(k)p(X|k)

=
p(X|k)πk

∑
K
k=1 πk p(X|k)

(3)

For the probability function to be maximum, its derivative of p(X|µ,Σ,π) with respect
to π, Σ, µ should equal zero. After substitution

𝜋𝑘 = 1𝑁 ∑ ϙ𝑘(𝑥𝑛)𝑥𝑛𝑁𝑛=1  ,∑ ϙ𝑘(𝑥𝑛)𝑁𝑛=1
annot

—

The idea of GAN is a “combat” between two networks working 
— — —

—

k(X) in equations, the following are
obtained:

µk =
∑

N
n=1

𝜋𝑘 = 1𝑁 ∑ ϙ𝑘(𝑥𝑛)𝑥𝑛𝑁𝑛=1  ,∑ ϙ𝑘(𝑥𝑛)𝑁𝑛=1
annot

—

The idea of GAN is a “combat” between two networks working 
— — —

—

k(xn)xn

∑
N
n=1

𝜋𝑘 = 1𝑁 ∑ ϙ𝑘(𝑥𝑛)𝑥𝑛𝑁𝑛=1  ,∑ ϙ𝑘(𝑥𝑛)𝑁𝑛=1
annot

—

The idea of GAN is a “combat” between two networks working 
— — —

—

k(xn)
, (4)

Σk =
∑

N
n=1

𝜋𝑘 = 1𝑁 ∑ ϙ𝑘(𝑥𝑛)𝑥𝑛𝑁𝑛=1  ,∑ ϙ𝑘(𝑥𝑛)𝑁𝑛=1
annot

—

The idea of GAN is a “combat” between two networks working 
— — —

—

k(xn)(xn − µk)(xn − µk)
T

∑
N
n=1

𝜋𝑘 = 1𝑁 ∑ ϙ𝑘(𝑥𝑛)𝑥𝑛𝑁𝑛=1  ,∑ ϙ𝑘(𝑥𝑛)𝑁𝑛=1
annot

—

The idea of GAN is a “combat” between two networks working 
— — —

—

k(xn)
, (5)

πk =
1
N

N

∑
n=1

𝜋𝑘 = 1𝑁 ∑ ϙ𝑘(𝑥𝑛)𝑥𝑛𝑁𝑛=1  ,∑ ϙ𝑘(𝑥𝑛)𝑁𝑛=1
annot

—

The idea of GAN is a “combat” between two networks working 
— — —

—

k(xn)xn , (6)

where the sum ∑
N
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k(xn) is the total number of sampling points in the k-th set.
Parameters cannot be estimated in closed form; that is why the iterative Expectation-

Maximization algorithm is used together with the GMM. This is a frequently used method [31]
that helps identify the maximum probability estimates when the data is incomplete or contains
hidden variables.

The crucial issue in object detection problem is the separation of moving and stationary
targets. Synthetic aperture radars (SAR) are very often used for this purpose in view of
their capability to removing the ambiguity stemming from inevitable moving targets in
stationary scene imaging and suppressing clutter in moving target imaging. In [32] the
author proposed using a novel solution—shuffle GAN (generative adversarial networks)
with autoencoder separation method to separate the moving and stationary targets in SAR
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imagery. One of the biggest advantages of this method is working in a totally unsupervised
way, which allows to train the model without the dataset containing mixed and separated
SAR images. The idea of GAN is a “combat” between two networks working recursively.
The first of them—generator—generates new data, and the second one—discriminator—
works in slightly similar way to the classifier. It assesses results of work of the generator.
The whole training process is repeated as long as the discriminator will evaluate the results
of the generator as true (it is not possible to distinguish produced images from original
images) [33].

Image segmentation relies on partitioning an image into multiple segments that are
related to various groups of objects, for example, neutral objects and threats. There are a
lot of different methods of segmentation: thresholding, region of interest based, clustering,
compression-based, Histogram-based, etc. Clustering is a method of grouping of unlabeled
data that determines a feature vector for each pixel of the image and uses a similarity metric
for clustering vectors that have similar features. One of the popular methods used for this
purpose is fuzzy c-means clustering (FCM) developed by J.C. Dunn in 1973 [34]. The idea
of the algorithm is very similar to k-means [35] and based on computing the centroid for
each cluster and coefficients of being in the clusters. The procedure is repeated until the
algorithm has converged, i.e., until the change of coefficients between two iterations is no
more than threshold. Authors in [36] proposed using an approach based on extracting
texture and geometry structure features to detect objects like planes, tanks and vehicles in
natural background using FCM. Object detection and recognition is a very important area
of the modern warfare. The future research in this domain should be focused on achieving
better results by electronic armed forces in

- Automatization of the localization process and increase in the accuracy of the localiza-
tion;

- Operation of location systems in conditions of targeted environmental disturbances;
- Achieving operational reliability of location modules based on distributed networks.

3.2. Location of Underwater Mines Using Deep Convolutional Neural Network

Underwater mines pose a very high threat to passing ships. Various types of mine
countermeasures are used to localize and neutralize the threat [37,38]. The purpose of
future countermeasures is to ensure unrestricted freedom of movement for naval forces
and to rapidly remove mines when needed. For this goal, Unmanned Airborne Vehicle
(UAV) and Unmanned Undersea Vehicle (UUV), also known as autonomous underwater
vehicles (AUV), are being developed. UAVs are mainly used by the armed forces for
observation and reconnaissance, which is why they are usually equipped with observation
equipment in the form of optoelectronic heads. Armed drones designed to perform
combat operations are often referred to as Unmanned combat air vehicles (UCAVs). UUVs,
sometimes known as underwater drones, are equipped with sonars that create seabed
maps based on the collected data. Such vehicles are developed, among others, by the
Monterey Bay Aquarium Research Institute (MBARI) [39], which uses them for collecting
information from underwater areas. AUVs create and accumulate large amounts of photos,
that must then be classified to distinguish mines from other objects. Deep convolutional
neural networks can be used for this purpose.

A neural network consists of an input layer, output layer and optionally also hidden
layers (in Figure 3). Each neural network that has at least one hidden layer is called deep
neural network DNN.
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Figure 3. A three-layers deep neural network with one hidden layer.

In [40], authors proposed an autonomous underwater vehicle with side scan sonar
(SSS). The sensor carries out image segmentation using convolutional neural networks
CNN (CNN). It is one of the deep networks variants often used to process digital images.
The main advantage of the convolutional network compared to traditional algorithms is
that there is no need to perform feature extraction. The network consists of a convolution
base and a classifier built of the so-called fully connected layers (FC). The most important
element of the convolution base are the convolution layers, which, using sets of filters
with different sizes of filter mask—firstly, bigger filters are used that filter each channel
of the input image to extract features, thus creating feature maps whose dimensions are
smaller and smaller, while the depth gets bigger. Mathematically, convolution operation is
presented as follows [41]:

y(n) = x(n)⊗ h(n) =
∞

∑
k=−∞

x(k)h(n− k) (7)

The scheme of the convolution layer operation was shown in Figure 4.
Solution proposed by authors is a Fully Convolutional Network (FCN). In this method

convolution operations are used in the fully connected layer. For better results also Markov
random fields (MRF) were used. The combination of the methods allowed to obtain an
overall accuracy of 90%.

Authors in [42] presented a solution of AUV with dead-reckoning (DR) navigation
method based on neural networks, called NN-DR which is perfect for rapidly changing
conditions. The training was carried out on a network consisting of 3 hidden layers because
of limited computational ability and energy of AUVs.

Location underwater mines is a one of the crucial area of object detection in military
applications affecting on the sense of security both of civilians and military. The future
research in this domain should be concentrated on the following:

- Effective and fast location of underwater mines in real time;
- Increasing the reliability in detecting and distinguishing between hazardous and

neutral objects;
- Effective cooperation of detection systems with systems that neutralize the threat.
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Figure 4. The idea of the convolution layer operation.

3.3. Application of Neural Networks in Cybersecurity

Hackers’ attacks are becoming more and more common and dangerous with every
year. As reports and studies show [43], both commercial companies as well as public,
defense and government institutions of various countries are threatened by them. Incident
detection is carried out via the IDS (intrusion detection system), that analyses network
traffic, classifies it as intrusive or normal and in the event of danger sends a notification [44].
The normal network traffic often has a similar signature to attacks, making classification
difficult. In addition, the method is often slow and expensive, which gave rise to the idea
of using artificial intelligence algorithms for this purpose. One of the techniques that is
being tested for IDS support is the Support Vector Machine (SVM) [45].

SVM is an algorithm that aims to find a hyperplane in the N-dimensional space
that clearly classifies (separates) data points. There are many such hyperplanes, but
the algorithm looks for the one with the maximum margin, i.e., the maximum distance
between points of individual classes that provides better generalization capacity and greater
resistance to overlearning. The hyperplanes can have different shapes as was shown in
Figure 5.

 

𝑦(𝒙) = 𝒘𝒙 𝑏 = 0

− 𝒘𝒙𝒊 𝑏 0 ,      ℎ(𝑥 ) = 1
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Figure 5. Different types of separating hyperplanes.
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A linear hyperplane is described by a linear equation [46] that maximizes the distance
between the extreme points of both classes:

y(x) = wx + b = 0, (8)

x—vector x = (x1, x2, . . . , xn);
w—vector w = (w1, w2, . . . , wn);
b—bias.
The hyperplane equation as a classifier assigns points to the appropriate classes (+1 or

−1) according to the equations [46]:

wxi + b ≥ 0 , h(xi) = +1, (9)

wxi + b ≤ 0 , h(xi) = −1, (10)

The purpose of the learning is to maximize the separation margin 2
||w|| ,which means

that the following condition is fulfilled:

max
(

2
||w||

)

→ min
( ||w||

2

)

→ min
(

1
2
||w2||

)

, (11)

Each SVM network can distinguish only two classes. There are two techniques for
solving multiclass problems: one-against-all (there are as many 2-classes classifiers as
there are classes) and one-against-one there are as many classifiers as there are pairs of
classes) [47].

Authors in [48] presented a comparison of different AI algorithms that can be used in
intrusion detection systems. They tested machine learning classification algorithms such
as Decision Tree, k-Nearest Neighbors, Random Forest and SVM and also two models
of neural networks with the same architecture and different types of optimizers—Adam
optimizer and stochastic gradient descent [49]. Feature selection was performed with
using a Support Vector Classifier with a linear kernel as the estimator and forward feature
selection with cross validation to rank the features. Proposed system based on anomaly
detection does not only distinguish network traffic packets signatures but to also determines
whether a network intrusion was obfuscated.

Nowadays, a large percentage of military operations has been transferred to cyber
space. One of the key factors determining the success of a military mission was ensuring
the security and secrecy of combat data. The issues that should be developed and improved
in this domain in the nearest future are the following:

- Improving the operation of systems securing access to key data—authorization and
authentication modules;

- Support for systems identifying unauthorized access to data in real time.

3.4. Bioinspired AI Robots on the Battlefield

One of the main goals of modern technology on the battlefield is to protect the health
and lives of soldiers. A solution often proposed in this regard is to bring the machines onto
the battlefield. The world leader in the field of mobile robots is the American company
Boston Dynamics [50]. The robots can move independently, detect and avoid obstacles,
follow a predetermined route, as well as recognize and respond to voice messages coming
from the environment. Enrico Guizzo in [51] describes his impressions of the visit to the
Boston Dynamics headquarters and presents some of their solutions—Spot and Atlas.

Spot is a nimble quadruped which can move over almost any terrain. On the front,
back and sides of the robot, there are sensors with cameras that allow you to use the
SLAM (simultaneous localization and mapping) navigation method. SLAM algorithms are
very often employed in problems combining the need to update the map of an unknown
environment while tracking a moving object, including objects localization [52], pedestrians
recognition [53] or localization unmanned aerial vehicles position [54]. Spot behaves
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completely autonomously or can be controlled remotely, while retaining a great deal of
autonomy. The robot is presented in Figure 6.

 

  

(a) (b) 

Figure 6. Spot: (a) overall look, (b) going up the stairs [55].

Atlas is a 150-cm-tall humanoid. The control software uses mathematical models
of the robot’s physics and the integration of its body with the environment, so that the
movements performed are as natural as possible, inspired by the behavior of athletes.
The first version of the robot was developed as part of a competition DARPA Robotics
Challenge in 2015. Atlas was presented in Figure 7.

 

  
(a) (b) 

Figure 7. Atlas: (a) overall look, (b) jumping over an obstacle [55].

Even higher results on the battlefield can be achieved with the cooperation of hu-
manoid robots, e.g., with the use of Swarm AI, as shown in [56] in the example of clean-
ing robots.

Using bioinspired robots in military operations can become the new standard of
warfare in a short time. Robots are resistant to fatigue, lack of food and water and extreme
weather conditions, but their proper functioning can be easily disturbed by hacker attacks.
The main goal of future research related to this area should be ensuring reliability and
resistance to hostile interference in the software of robot.

3.5. AI Applications for Military Logistics

Logistics, distribution and supply chain are parts of a very sophisticated and advanced
process that refers to the movement of products or services to a designated location at an
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agreed time. The history of logistics is inextricably linked with military. Already, ancient
Romans organized efficient logistic systems to supply legions [57].

Currently, logistics especially in military domain includes many different functions
related to the processing of large amounts of data and making of decisions related to
transport, delivery and communication, supporting combat units and many others. Orga-
nizing an efficient supply chain is very important both in times of peace and war. In [58],
authors proposed a method of military logistics management based on the Internet of
Things (IoT) that allows to shorten the logistical response time and improve the speed
of actions. Authors in [59] noted an important issue of ensuring safety and reliability of
supply chain which is crucial operational capability of military forces. They proposed
new solution Military Supply Chain Cyber Implications Model (M-SCCIM) which com-
bines logistic and cybersecurity. The presented model uses the newest technologies such
as Internet of Things (IoT) and smart contracts. Smart contracts are “pieces of software
that represent a business arrangement and execute themselves automatically under pre-
determined circumstances” [60]. In implementation of smart contracts, some blockchain
technologies which ensure decentralization, persistency, anonymity and auditability are
used. In military supply chains, smart contracts can be responsible for checking product
flows throughout the supply chain or ensuring the integrity of the chain. Using IoT devices
in supply chains allows for better tracking movement of goods (also tracking speed and
traffic flow of movement) that makes easier other administrative actions associated to
supply chain. However, some properties of IoT structure that are beneficial in commercial
environment can be big challenges to implement in military network architectures, which
was described in [61]. The military needs a weapon, repair parts, fuel and a lot of other
equipment; that is why one of the most important elements of military logistics is a process
of management of supply chain. Authors in [62] present a technology to control a supply
chain that ensures speed and safety and maximizes the military and economic benefits.
Important elements of each supply chain are data analysis and decision-making process.
Nowadays, a reinforcement learning is a very common technique supporting decision-
making, also in the pre-war planning stage [63] which includes planning supplies to the
battlefield and other issues related to military logistics. The reinforcement learning is one
of the three main types of machine learning approach. In this approach, the user does not
prepare a large training dataset to learn the model, but he uses the environment that allows
to collect learning data automatically. The idea of training is interactions of agents with the
environment in order to maximize the reward returned by the environment [64]. The idea
of the reinforcement learning was presented in Figure 8.

 

 

 
 

Figure 8. Reinforcement learning.

136



Electronics 2021, 10, 871

Another approach to supply chain management was presented in [65]. Authors
compared artificial neural network (ANN) and machine learning algorithms like k-Nearest
Neighbors, Logistic Regression, Random Forest and Naive Bayes in solving the problem of
prediction of availability and possible reorder level of military logistics in an example of
ensuring the availability of petroleum products.

Another important issue in the field of military logistics is efficient and quick organi-
zation of medical aid. It is planned that artificial intelligence will be a significant help in
monitoring, diagnosing and segregating the wounded on the battlefield, to provide help
to all those in need with limited resources. Charles River Analytics [66] is working on a
semi-automatic support software for doctors, used when the evacuation of a soldier from
the battlefield is not possible. The application called Automated Ruggedized Combat Casu-
alty Care (ARC3) is implemented on behalf of the U.S. Army’s Telemedicine & Advanced
Technology Research Center (TATRC). This system is part of the strategy of trauma care on
the battlefield, known as Tactical Combat Casualty Care (TCCC) [67].

Over the years, logistics has been one of the crucial parts of the military that influences
the course of hostilities. In coming years, research in this area should be focused on the
following:

- Acceleration of logistics processes, in particular in the supply chain, by applying deep
learning algorithms that enable the processing of large amounts of data;

- Improving the timeliness of logistics deliveries;
- Cooperation of logistic data analysis systems with systems ensuring data security in

order to ensure reliability and protection against diversionary activities.

3.6. Big Data in Milatry Data Processing and Modeling

All previously described AI solutions very often require big amounts of digital data.
Its storage, transfer, analysis and visualization generate a lot of problems related to re-
stricted computational power capabilities even for military hardware. Remedies for this
problem can be found by using innovative modern architectures including Big Data so-
lutions. In order to better understanding Big Data methodologies, techniques and their
potential influence the development of the defense domain; in September 2016, the Euro-
pean Defence Agency (EDA) launched the “Big Data in Defence Modelling and Simulation”
(BIDADEMS) [68]. According to recommendations from research, future modelling and
simulations military applications should be designed using Cloud Computing. It also
seems necessary to focus on education of analysts on new data analytics techniques and
providing developers with Big Data tools when developing future models. The study
results have led to a new research project (Modelling and Simulation Methodologies
for Operations Research - MODSIMMET) analyzing very complex scenarios like hybrid
warfare supported by Big Data and Artificial Intelligence.

Authors in [69] analyzed the application of military big data in equipment quality
information management. They showed how the more effective flow of equipment quality
information in the process could improve the management of information in comparison
to scattered systems based on information from people. Other research presented in [70]
showed possibilities of optimization of the education model in the military campus using
Big Data systems to store and analyze students and teachers data. The proposed system is
based on using Internet of Things and directed acyclic graph (DAG) to data processing.
The aim of the described solution is the optimization of decision-making processes. The
research highlights the reforming trend in education under the “military reform of Chinese
characteristics” [71].

The need to process very large amounts of data requires the use of Big Data solutions
and data collection in cloud systems. The most important thing that should be improved
and developed in this area is ensuring the security of processed data. Another crucial issue
is concentrating on introducing cloud solutions and cooperation between systems in each
area of military operations.
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4. Impact of Using Artificial Intelligence in Military on Society

As the examples show, the neural network applications can be very useful and effective
also in the military sector. Actions that have been carried out by people in recent years are
now fully automated. Algorithms decide what is good and what is bad, what is safe and
what is dangerous, when we should react and when we should wait. The problem is even
more important when we talk about AI applications in the military, because their decisions
will affect the lives of all citizens. Can people feel safe when machines decide upon their
lives? Some people are ready to fully trust the machine and nominate it to presidential
election. This happened in Russia in 2017 when forty thousand Russians nominated a piece
of AI software called “Alice” to stand against Vladimir Putin in the 2018 election. The
virtual assistant created by Yandex could work 24/7 and used only logic to make decisions
without emotions and seeking personal advantages [72]. A similar situation happened in
Tokyo where a machine named “Michihito Matsuda” placed third in the election of mayor
and in New Zealand where “Sam” was created—the world’s first Virtual Politician [73].
“Sam” was designed to run in the 2020 general election to analyze everyone’s opinions and
to promote better policy for every citizen, but some people are still very skeptical and have
a lot of fears related to AI.

4.1. Explainable Artificial Intelligence

Explainable Artificial Intelligence (XAI) is a new trend that relates to the methods and
techniques of applying artificial intelligence technology, so that the obtained solution results
are understandable to the average person [74,75]. As the authors say in [76], this “research
field holds substantial promise for improving trust and transparency of AI-based systems.”

The Centre for the Governance of AI (GovAI), part of the Future of Humanity Institute
at the University of Oxford [77], is an organization that supports society in reaping the
benefits and risk management of artificial intelligence. They conduct extensive research on
important and neglected issues in AI management using political science, international
relations, computer science, economics, law, and philosophy. Below is a brief summary of
the surveys conducted by GovAI in 2011 [78] and 2019 [79] regarding the public’s attitude
towards AI.

As stated in research carried out in 2011, according to respondents, artificial intelli-
gence will reach the level of human intelligence at 50% around 2050 and 90% around 2150.
Organizations from the area of industry, the military and academic centers will have the
biggest contribution to development. In the case of the question about the probability of
positive and negative effects of developing human-level artificial intelligence, the highest
probability was indicated for the answer “extremely bad”. However, the answer “extremely
good” came second which proves the presence of both extreme threats and benefits of AI.
The survey results are presented in Figure 9.

According to research carried out in 2019, 41% of respondents support or strongly
support the development of artificial intelligence, while 21% are somewhat or definitely
against it. Much greater support (57%) is expressed by university graduates than people
with lower education. There are clear differences in the level of trust in organizations
working on the development and management of artificial intelligence. University re-
searchers and the US military are the most trusted—50% and 49%. As for the impact of
high-level machine intelligence on society, 22% of respondents think that the technology
will be “on balance bad”, 12% think that it would be “extremely bad” (possibility of human
extinction), 21% think it will be “on balance good”, and 5% think it will be “extremely
good.” The results of a survey from 2019 are presented in Figure 10.
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Figure 9. The results of the 2011 survey [78].

Figure 10. The results of the 2019 survey [79].

As research shows, according to society, military applications are among the main
ones responsible for the development of AI, at the same time enjoying great public trust. A
positive trend is also the declining percentage of society predicting “extremely bad” impact
of AI on humanity.

4.2. Cooperation with Robots

When the average person thinks about artificial intelligence, he has a vision of an
intelligent robot performing typical human activities. A robot is a programmable machine
which, in accordance with ISO 8373, to some extent autonomously performs the assigned
tasks based on the given state—without human intervention [80]. The increasingly popular
social robots [81,82] are a specific type of robots. Social robots are defined as autonomous
or semi-autonomous robots which, when communicating and interacting with people,
behave in accordance with accepted social and behavioral norms adopted by people [83].
How do machines know what behavior people expect from them?

In [84], the authors propose an interesting way of learning ethical behavior by robots
using data from social media (Twitter, Facebook, Instagram), records of court cases, and
related available data sources. The training data set should include both ethical and
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unethical patterns of behavior. The first phase of training also involves the presence of
a human trainer who would supervise and provide feedback to teach the machine the
appropriate behavior in each scenario.

However, the continuous improvement of social robots causes public concern. People
worry that in the near future robots can replace them at work and significantly increase
unemployment. However, as the authors write in [85], “this perception implicitly overesti-
mates the social skills of the robots, which despite being continually upgraded, are still far
from being able to dominate humans entirely”. The authors in [86] presented a proposal on
how to bring man and machine closer together and increase people’s trust in the machines
with which they must cooperate. Pilot studies were conducted at the United States Air
Force Academy to show that building a human relationship with an AI agent earlier can
be beneficial for military missions. In the cases of building relationships, the robot asked
people questions about their favorite food, type of music, while in cases without building
relationships, the robot was only simply introduced to people. The participants felt much
more comfortable with the robot if a relationship had been established beforehand.

4.3. Ethics

In addition to trust, another important problem with artificial intelligence is machine
ethics, especially in military applications. People were afraid that the thinking machines
could harm them and thought about moral status of the machines themselves. Time of
war often requires morally difficult decisions from commanders. By definition, neural
networks applications should rely only on logic and programmed algorithms without any
emotions. However, in the case of military operations, logic and efficiency cannot be the
sole determinant. Ethics in the context of military operations was discussed extensively by
Helen Frowe in [87], which also touches on the topic of remote warfare.

The authors in [88] raise the important issue of Lethal Autonomous Weapon Systems
(LAWS) and strive to answer the question of why artificial intelligence systems should
not have the right to decide about killing people as part of warfare. The main problem
the authors point to is the lack of perfect, non-error-making AI systems. In the case of
deciding about human life, even the accuracy at the level of 99% is too small. Another issue
is interpretability. Some decisions made by the algorithm are incomprehensible to people,
which resulted in the introduction of the so-called “right to explanation” meaning a right
to be given an explanation for an output of the algorithm [89].

People are afraid of what enemy army can do them and what their army can do
civilian from other countries. Therefore, the Pentagon announced it has adopted “ethical
principles” for AI in warfare in February 2020 [90]. Decisions made by automata should
also be “traceable” and “governable.” This means the possibility of deactivation systems
that behavior raises concerns or threatens. Earlier the guideline included only an obligation
of involving people in all AI military decisions. The actions of the Pentagon can be due to
Google’s resignation from renewing contract called “Project Maven” under pressure from
employees [91,92].

4.4. Consequences of Errors

As it was written in the previous subsection, people are afraid that a malfunctioning
algorithm may harm them. What about the consequences of such an error? When people
make mistakes, it is easy to decide who is responsible for this situation. But when the
machine makes a mistake, a situation is a bit more sophisticated. Who is to blame?

The main problem is the definition of mistake. Suppose a hypothetical situation that
we are planning an elegant party. Our artificial intelligent system has developed a menu
that has many dishes from very fashionable fusion cuisine, but we like traditional meals
and are not satisfied with the choice of machine. Has the system made an error? Is the
creator guilty of not having programmed our preferences in the machine algorithm? Maybe
it is our fault because we did not control the machine during the menu selection process.
This situation does not have very serious consequences in contrast to military decisions,
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e.g., regarding armed attacks, but it perfectly illustrates the problem of responsibility for
errors made by artificial intelligence systems. The use of “ethical principles” can help, but
every situation is different, and every person has a different moral system, so people are
not ready to totally trust “intelligent systems” especially in state defense sector. They may
be afraid that nobody will be responsible for any mistakes made.

In general, artificial intelligence is programmed to do useful tasks and help people,
but malfunction can cause a very serious errors. The author in [93] tried to explain this
correlation by using dynamic programing (division of the problem to be solved into sub-
problems with regard to several parameters [94]). The article analyzed which elements of
the AI system can be causes of errors and disastrous consequences and tried to answer the
question of when AI can be dangerous.

5. Conclusions

The aim of the submission was to present main areas of use of AI algorithms in the
military sector, especially in objects detection, cybersecurity, robotics and logistic and
discuss their impact on people’s sense of security. The article shortly describes well-known
algorithms of neural networks but in new, atypical applications. The authors wanted to
point to the huge popularity of neural networks, which is increasing day by day thanks
to the possibility of using big databases in the learning process. This applies both to
commercial, research, educational and pure entertainment applications. The popularity of
programs, such as AIE, shows how important this field of knowledge is. As research shows,
people are still afraid of the possible effects of these technologies. This is understandable
because even experts do not have a clear opinion on the future and development of artificial
intelligence. As Prof. Stephen Hawking said: “The rise of powerful AI will be either the
best, or the worst thing, ever to happen to humanity”.
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Abstract: Autonomous weapons systems (AWS), sometimes referred to as “killer robots”, are receiv-
ing ever more attention, both in public discourse as well as by scholars and policymakers. Much of
this interest is connected to emerging ethical and legal problems linked to increasing autonomy in
weapons systems, but there is a general underappreciation for the ways in which existing law might
impact on these new technologies. In this paper, we argue that as AWS become more sophisticated
and increasingly more capable than flesh-and-blood soldiers, it will increasingly be the case that such
soldiers are “in the power” of those AWS which fight against them. This implies that such soldiers
ought to be considered hors de combat, and not targeted. In arguing for this point, we draw out a
broader conclusion regarding hors de combat status, namely that it must be viewed contextually, with
close reference to the capabilities of combatants on both sides of any discreet engagement. Given
this point, and the fact that AWS may come in many shapes and sizes, and can be made for many
different missions, we argue that each particular AWS will likely need its own standard for when
enemy soldiers are deemed hors de combat. We conclude by examining how these nuanced views of
hors de combat status might impact on meaningful human control of AWS.

Keywords: autonomous weapons; meaningful human control; hors de combat status; killer robots;
military ethics

1. Introduction

Autonomous weapons systems (AWS) are likely to become a mainstay of modern
advanced militaries. These systems come in different forms, shapes, and sizes, and imbued
with different levels of autonomy, and thus have different capabilities in the field. There
are numerous reasons for the rise of AWS in contemporary militaries. Aside from their use
reducing the number of humans on the battlefield and thus reducing possible casualties,
such systems can feasibly be capable of waging war more ethically, given their potential
speed, efficiency, and precision. Moreover, it has been argued that with the advancement of
computer vision and other means of surveillance, the epistemic gap in selecting targets for
engagement can be closed even more so than in the case where human operators manually
select their targets [1,2].

However, despite these advantages, there remain objections to AWS and their po-
tential deployment. In particular, there is heavy opposition to AWS which are capable
of lethal engagement, with organizations like the Campaign to Ban Killer Robots, the
International Committee for Robot Arms Control, and the International Committee of the
Red Cross (among others) advocating for either partial or full bans on the development and
deployment of such systems. The arguments against AWS range from principled objections
concerning their deleterious effects on human dignity, to more practical concerns about
command and control over systems with opaque machine learning algorithms, or targeting
systems which are technically insufficient for meeting the principle of discrimination [3–8].
Proponents of a ban often argue that these points alone require prohibition. However, even
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granting that there currently exist technical obstacles to properly meet these challenges, this
does not preclude such a possibility in the future as technology surpasses those barriers.

In this paper we avoid these principled and practical arguments, and instead explore
how existing law might impact on AWS. In particular, we examine the notion of hors de
combat status, as it is defined in the Geneva Protocol I Additional to the Geneva Conventions
(AP I), arguing that advances in AWS will necessitate a more nuanced and varied approach
to determining this status for enemy combatants. Our aim is to show that the law demands
a contextualized appraisal of whether or not an enemy is in fact hors de combat, or “out of
combat”, and that, based on this appraisal, more combatants will be deemed hors de combat
than is usually taken to be the case. These factors imply that AWS will need to be capable
of making finer-grained distinctions of hors de combat status of enemies based on subtle
contextual factors. In making this final point, we also pay heed to the fact that there are
many different types of AWS, and that the determination of hors de combat status may vary
depending on the particular AWS under examination. As a final remark of clarification, our
argument is concerned with how the law impacts on AWS, and not on what the capabilities
of current or near-future AWS are. Thus, we do not argue that current or near-future
AWS necessarily can make such nuanced distinctions with regards to hors de combat status.
Rather, we only defend the much more modest claim that the law requires that they be able
to do so. As such, our arguments focus on the legal and moral side of the equation, and
do not examine the exact science of programming morality into machines, or questions of
that nature.

The paper is structured as follows. In Section 2 we discuss the legal foundations of
hors de combat status, in particular, AP I, Article 41 and its commentary. We show that hors de
combat status is likely broader than one might initially suppose, and more importantly, that
determining hors de combat status requires a contextualized approach, where the relative
power of opposing belligerent agents will impact upon the final judgment. Section 3 applies
this finding to AWS, showing how different autonomous weapons systems will need to
be able to make different hors de combat determinations depending on their own abilities
and on their precise mission objectives. In Section 4, we discuss how these points effect
the notion of “meaningful human control” over AWS, and indicate future research which
might further the debate.

2. The Safeguards of Hors de Combat Status

Contemporary discussions on the ethics and laws of war often place heavy emphasis
on the protections afforded to noncombatants. However, in addition to safeguards for
noncombatants, historically, the development of many ethical and legal norms was centered
on minimizing, or at least mitigating, harm to combatants [9–11]. This should not come
as a surprise, given that in the 19th century–when the laws of armed combat (LOAC)
were being first codified–wars were “conducted by professional armies and the civilian
population was not involved to any great extent” [10]. And it was against this backdrop
that the legal status of being hors de combat, and its associated protections, was codified.

The currently binding legal articulation of hors de combat status can be found in AP I,
Art. 41, which maintains that

1. A person who is recognized or who, in the circumstances, should be recognized to be
hors de combat shall not be made the object of attack.

2. A person is hors de combat if:

(a) he is in the power of an adverse Party;
(b) he clearly expresses an intention to surrender; or
(c) he has been rendered unconscious or is otherwise incapacitated by wounds or

sickness; and therefore is incapable of defending himself; provided that in any
of these cases he abstains from any hostile act and does not attempt to escape.

For the purposes of our argument, we will primarily be concerned with 2(a) and 2(c),
but before moving onto our discussion, there are two general points worth indicating with
regards to this treaty instrument. First, the protections associated with hors de combat status
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are extended not only when a person is recognized to be hors de combat, but also when they
should be recognized to hold that status. With this, the protections of hors de combat status are
made more objective than some other protections of the LOAC, as they are in force even
when an adversary fails to recognize that his opponent is truly hors de combat [Appendix A].
Second, the conditions (a)–(c) are disjunctive, meaning that one is hors de combat so long as
any one of those conditions is met, “provided that in any of these cases he abstains from
any hostile act and does not attempt to escape”.

The core question we will now address is who precisely, given the above treaty instru-
ment, is to be deemed hors de combat during the course of hostilities. There are some obvious
classes of individuals specifically picked out in Art. 41, such as those who are unconscious,
those who are so severely sick or wounded as to be utterly incapable of defending them-
selves, and those who have surrendered. However, what of individuals who are generally
combat-effective, yet for some reason cannot defend themselves for contextual reasons, or
cannot defend themselves during the duration of a combat engagement (even though they
might be threatening later)? Or what of individuals who are unarmed but still dangerous,
or those who are armed but so laughably underequipped or undertrained as to be virtually
incapable of creating a threat? In what follows, we examine these questions in full, and
argue that in most cases, the deciding factor will be contextual, and that by and large, the
set of individuals deemed to be hors de combat will likely be larger than is usually taken to
be the case.

In or Out of Combat?

The core intent of Art. 41 is to provide a defense for persons who are no longer a
part of combat, yet who have not yet been taken into custody and made prisoners of
war [Appendix A]. It is for this reason that it picks out individuals who cannot defend
themselves due to unconsciousness, wounds, or sickness—as these persons could be
taken into custody at any time—or picks out individuals who have expressed an intent to
surrender (but who have not yet been taken into custody). By the same line of reasoning,
combatants “in the power of an adverse Party” are taken to be protected due to the fact
that they cannot be seen to be in combat any longer (otherwise they would not be in the
power of their enemy); a man with effective means to defend himself and thwart capture
cannot be seen to be in anyone’s power. Moreover, the AP I official Commentary maintains
that “[a]defenseless adversary is hors de combat whether or not he has laid down arms” [11],
showing that the core point of Art. 41 is not whether or not enemies have surrendered (or
even intend to surrender), but whether or not they can still be seen to be a part of combat.
If they cannot be seen that way, that is, if they are out of combat (hors de combat), then they
are protected under Art. 41 [Appendix A].

An important implication of this element of Art. 41 is that whether or not an enemy is
to be deemed hors de combat is likely to depend upon very specific contextual factors in a
given case. To see this, let us consider a handful of examples.

First consider a hypothetical encounter set in the First Gulf War, which we will
call Tanker. Suppose a Coalition tank brigade is rolling through the desert, far from any
other friendly soldiers or civilians, and they happen to come across an Iraqi platoon of
footmen. The Iraqi soldiers have small arms, but nothing besides that, something which
the Coalition tankers can see through their sights. The tankers also do not see any means
of communication with which the footmen could call for support or radio in the tanks’
position, nor do the tankers have any evidence to suggest there is such equipment out of
sight somewhere near. The tanks approach the Iraqis, and are presented with a number of
choices: they could continue on their way toward their objective and ignore the Iraqis; they
could disarm the Iraqis and then continue on their way; they could take the Iraqis prisoner
and return to base; or they could engage and kill the Iraqis (something they can do with
impunity, given that the Iraqis have no available means for effectively attacking tanks).
(Importantly, in this case the tankers are relatively certain that the Iraqis are powerless
against them. If there is any uncertainty, the following argument will not hold. However, it
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should also be noted that there are many instances in modern warfare where one party can
have such knowledge, and may even have such knowledge long before making contact
with an enemy, due to the fact that certain nations possess weapons and armaments which
have no effective counter from particular enemies) [Appendix A].

In such a case, the Iraqis are armed, and have shown no intent to surrender, but in
this precise case, they are also clearly defenseless. Moreover, given that they could fire
their rifles at the tanks all day to no effect, they are, from the tanker’s point of view, out of
combat. That is, to use the French, they are hors de combat. And importantly, they are hors
de combat from the tanker’s perspective not because they are wounded or unarmed (in fact
they are both healthy and armed), but because they could not possibly engage the tanks in
a meaningful manner. It is the utter and complete irrelevance they hold with regard to the
tanks’ mission that makes them effectively out of combat, or hors de combat.

However, one may object that soldiers are often targeted even when they have no
defense, and that this is perfectly correct. More strongly, one might object that it is the goal
of military men and women to do their utmost to outmatch their enemies, such that they
may strike with impunity. After all, that is the point of calling in air or artillery strikes, to hit
an enemy in such a way that they cannot defend themselves, and thus preventing any risk
to your own people in the process [Appendix A]. However, the point in the above example
is not precisely that the Iraqis are defenseless, but rather that they are out of combat, or hors
de combat. To put it differently, in order for the words of the AP I Commentary to sensibly
capture the customary legal understanding of hors de combat status, it should not say that a
“defenseless Adversary is hors de combat”, but rather that a “powerless Adversary is hors
de combat” [Appendix A]. This is because whether or not a soldier can effectively defend
himself is beside the point as to whether or not he is deemed “in combat”. However, a
soldier who is powerless, that is, one who can have no impact on his enemy, truly is out of
combat, or hors de combat. To better see this, consider a variant of the above example, which
we will call Tanker with Trooper.

Imagine that everything is as described above, except that the tank brigade is pro-
viding escort to a group of Coalition foot soldiers. These additional Coalition troops are
militarily on par with the Iraqis encountered, with both groups being capable of inflicting
casualties on the other.

In this scenario, the Iraqis are just as outmatched as before. In fact, with a smattering
of foot soldiers alongside the tanks, the tank brigade is, if anything, more overpowering to
the Iraqis, making the Iraqis, if anything, more defenseless. However, the Iraqis, though
clearly outgunned and without hope, can still inflict casualties on this attacking force. As
such, the Iraqis are not properly powerless against this enemy (despite being effectively
defenseless), and so the Iraqis are clearly not out of combat. That is, they cannot be seen to
be hors de combat, despite the fact that they are just as, if not more, defenseless than in the
previous case [Appendix A].

If one agrees that the Iraqis are not hors de combat in the Tanker with Trooper case, then it
follows that there is more to being hors de combat than merely being defenseless. Moreover,
it seems that the essential component to being deemed hors de combat turns out to be the
very intuitive notion of whether or not a soldier is in fact in or out of combat, which itself
hinges on whether or not a soldier holds any power to harm his or her enemy. If I can harm
my enemy, then I am obviously a part of combat, but if I may be killed and can do nothing
to prevent that, and I cannot do anything to harm my enemy in other ways (say, by killing
enemy soldiers other than my attacker), then I am no longer a part of combat. (It is also
worth pointing out that there is little military reason to kill such an individual, as it costs
time and money–in the form of spent ammunition–to kill such a person, but provides only
minute military gain. Given this, there is a potential case to be made that killing such men
would violate the principle of necessity, as embodied in AP I, Art. 35 [12–17].

At this point, one may object that our position is too broad, in that many soldiers far
from the front lines may permissibly be targeted, even though they are not part of combat
and may also be defenseless against the attacks on them. For example, one might imagine
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a military supply train bringing tanks and their crews to the front, but which is still very
far from the front and will take some time to get there. Even though it is far away, and
even though it won’t be dropping off its tanks and soldiers anytime soon, it is perfectly
legal to target such a train. As such, basing hors de combat status on whether or not a soldier
is in combat at that moment seems to provide an unfounded (and extreme) widening of the
protected status.

To this objection, there is no direct response which can be given. However, it is worth
pointing out that hors de combat status is not understood in a fully coherent manner. For
example, a combatant rendered unconscious during fighting is protected under Art. 41,
yet one who is sleeping in his barracks is not so protected. Thus, it is not unthinkable that
hors de combat status may be extended in one situation and withheld in another which is
structurally quite similar. Moreover, even if the military supply train might permissibly be
targeted in the above example, it almost certainly should not be targeted in a minor variant
of the case, to which we now turn.

Imagine the case as above, but further suppose that the supply train is across a deep
river, and as part of the war effort, every strong bridge over that river has been destroyed.
In this scenario, the train is trapped and cannot move to the front lines. Every tank aboard
the train is still in essence combat effective, but there is no way for them to reach the actual
fighting. Given this, the tanks are, for all intents and purposes, out of combat. In this case,
we should regard such units as hors de combat, not because they are necessarily defenseless
(though they may also be defenseless against certain forms of attack), but because they
are quite simply out of combat, hors de combat. And if this granted, what makes them out
of combat in this situation has nothing to do with the tanks or soldiers themselves, but is
rather a feature of the context of this scenario. They are out of combat because the bridges
are out [Appendix A].

Thus, whether or not an individual (or unit) is deemed to be hors de combat will depend
upon contextual factors, most importantly, whether or not the individual (or unit) can
actually contribute to the fighting. In some cases, combatants will be rendered hors de
combat because there is no way they can harm their adversary, and in others it will be
because they are excluded from the fighting altogether due to the actions of others (or
possibly due to environmental hindrances). But in any case, one’s status as hors de combat
will be impacted upon by both that fighter’s capabilities, and the capabilities of his enemy.
And as a related point, whether or not one is armed need not impact on hors de combat
status in the least. An unarmed man may still be very capable of killing his enemies, and
there may also be armed men who are utterly powerless against their enemies, because
their enemies are far better armed and armored. The important point is not what one
carries or what one can do, but rather what both you and your enemy carry, and what both
you and your enemy can do to one another. The greater the gap between the two, the more
likely the weaker party will have to be viewed to be out of combat, simply because the
stronger will be impervious to harm from the weaker.

At this point, one may grant all of the above arguments, but still wonder what the
precise upshot of this is for commanders and soldiers on the ground. Put differently,
assuming the Iraqis are hors de combat in the Tanker case, what does that mean for the
tankers themselves? Must they take the Iraqis prisoner? Must they disarm the Iraqis? Even
more strongly, if we have assumed the Iraqis are “in the power” of the tankers, does that
mean the tankers are required to provide the protections and supplies which would be
demanded if they had taken the Iraqis prisoner?

In answer, we would stress that whether or not the Iraqis (or anyone else) are deemed
to be hors de combat provides no guidance with regards to these further questions. All that
hors de combat status demands is that the tankers (or anyone else) refrain from making
the Iraqis the object of attack, provided the Iraqis abstain from hostile acts and do not
attempt to escape. However, it is up to the tankers themselves whether they choose to
simply continue on with their mission, or instead to disarm the Iraqis, or instead to take
the Iraqis prisoner. What the tankers may not do is simply engage the Iraqis, as they are
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to be treated as hors de combat in that situation. Importantly, however, they are only hors
de combat for as long as they act in accordance with the final proviso of Art. 41. Thus, if
the tankers demand that the Iraqis throw down their weapons so that the tankers may run
over their rifles (effectively disarming those footmen), the Iraqis must comply with this or
accept that they have made themselves liable to attack; they must act the prisoner or the
enemy, but cannot enjoy the protections of the former while remaining the latter. In this
way, Art. 41 provides a protection for persons who are powerless, but does not give blanket
permission for powerless individuals to exploit their weakness. It guards them against
initial and unnecessary violence, but simultaneously demands that they either peaceably
comply with their victors’ requests, or accept that they have forfeited the safeguards of hors
de combat status.

As a final point, it is worth clarifying that we do not think that the foot soldiers in
Tanker must necessarily be viewed to be hors de combat. Moreover, we accept that there is,
and will continue to be, reasonable disagreement about when one party is “in the power of
an adverse Party”, or when one party is truly defenseless in the face of its enemy’s might.
Our point is that what renders one defenseless or “in the power” of another cannot be
determined with a one-sided assessment of a single parties’ capabilities; it must be put
in the context of a relational assessment based on the capabilities and limitations of both
parties. Thus, being armed or unarmed, being wounded or healthy, or being conscious or
not, rarely provides adequate information for determining hors de combat status. Rather,
that will virtually always demand a view to the capabilities of combatants on both sides of
a conflict, and to the differences between them. Moreover, one’s status as hors de combat (or
not) may depend on factors wholly outside one’s control, like whether or not bridges have
been destroyed, or whether or not the enemy you face has men who are vulnerable to your
arms. The core lesson is that persons are deemed out of combat, hors de combat, in virtue
of a myriad of factors, many of which will be derived from the context within which the
assessment is being made.

3. Hors de Combat Status and AWS

What exactly does this understanding of hors de combat then mean for AWS? There
will likely be many implications, but we contend that in light of the widely varied, and
potentially dynamic situations in which AWS will be deployed, these systems must be
capable of responding to changing and contextualized evaluations of an enemy’s status as
hors de combat (or not). AWS should also be treated individually, given that the contexts of
their use–aerial, naval, and ground-based–are substantively different. And even within
these broader categories, different types of AWS will come with their own capabilities and
limitations, something that will (potentially) change when an enemy is deemed hors de
combat. For example, a lightly armored autonomous drone may often encounter enemies
who are neither defenseless nor powerless, while a heavily armored autonomous assault
platform will likely encounter individuals fitting both of those descriptions. This, in turn,
requires that such systems possess a level of technical sophistication high enough to allow
for calculations which are sensitive to the many contextual factors that will impact upon
the relative strength and power of all belligerent groups. Although this is not technically
impossible, the viability as well as necessity of this is beyond technical plausibility at
present. Nonetheless, what this betrays is that hors de combat status is fundamentally tailored
by the entities making such evaluations, given both their capabilities and limitations. A
foot soldier makes different evaluations than a tank commander, who makes different
evaluations than an autonomous turret sentry, all of which would likewise make different
evaluations from a Reaper drone.

In order to illustrate this for AWS, we can take the examples above as inspiration. To
begin, we will compare two cases to show how mission objectives might alter what AWS
would determine as hors de combat.

First, imagine a fully autonomous Reaper drone designated to neutralize an insurgent
leader, a case we will call High-Value Target. The commander of a forward operating base,
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alongside his tacticians, legal professionals, and other experts, determines that the most
efficient plan is to neutralize the target via an aerial strike, and that such a strike is lawful.
The commander has a fully autonomous Reaper drone outfitted to undertake the mission.
The drone is tasked with taking off, arriving at the target’s location, confirming that the
target is present, confirming that the target is not in the vicinity of so many noncombatants
as to render the strike disproportionate, releasing its payload, and then flying back to base.
However, suppose that while en route to its target, the drone passes over a company of
heavily armed enemy combatants who are isolated in the hills. Despite the fact that such a
group is heavily armed, their offensive and defensive capacity against a Reaper drone is
functionally irrelevant. In such a case, the hostile party is rendered, as in the Tanker case,
hors de combat.

However, how would an AWS fare in a case similar to Tanker with Trooper? Let us
imagine that the base commander, instead of sending the Reaper alone, decides to deploy
a team of Navy SEALs to neutralize the target, and that they are to travel using ground
vehicles. In this case, High-Value Target with SEALs, an autonomous Reaper drone is
deployed to provide close air support for the SEALs, but all other factors are the same as in
High-Value Target, with the SEAL team encountering the same heavily armed company of
enemy troops. In this case, the Reaper should arguably not view the enemy combatants as
being hors de combat, because those enemies can inflict casualties on the SEALs, and thus
are not powerless and are therefore legitimate targets for the Reaper drone. Yet in this case,
the Reaper drone plus the SEALs forms an even greater asymmetric advantage over the
enemy combatants. However, like the Tanker with Trooper case, the factors that determine
hors de combat status are not simply whether or not one is able to defend oneself, but rather
whether or not one has power to affect one’s enemy. In this case, despite the advantage
held by the SEALs and Reaper, the enemy troops are nonetheless able to inflict casualties,
whereas in High-Value Target they are powerless against the Reaper, and thus are (arguably)
to be deemed hors de combat.

Taken together, these points demonstrate that certain classes of people are not to be
treated as hors de combat a priori. Rather, contextual factors can change the status of the
same group of individuals, all other things remaining equal, simply by changing the other
actors (machine or human) involved in a given scenario. For AWS, this means that it would
be nonsensical, if not technically unfeasible, to create a blanket method for such systems
to determine whether enemies should be classed as hors de combat. Moreover, this would
be the case even for specific types of AWS, because any given combat scenario is marked
by dynamism, something which must be reflected in the way AWS operate in order for
them to accurately determine whether or not enemies are hors de combat. Given the current
technical obstacles for such nuanced programming in AWS, we contend that commanders
should hold the final say regarding the rules of engagement and adequate standards of
due care in such engagements.

To see the value of this in practice, consider the differences between when military
forces are taking a city held by enemy forces as compared to when they are occupying
said city. (As a real world example, we might envision the differences between taking
Mosul from ISIS versus holding Mosul afterward.) During the course of a large-scale
operation to clear enemy combatants from an area, and where there are large numbers of
noncombatants who might be unintentionally or intentionally harmed by the enemy, it is
sensible to treat all enemy combatants as “in combat”, regardless of whether they are at a
disadvantage or not. This is because, even if they cannot strike directly at their opposing
forces, they still hold power to harm noncombatants, and so, unless they fit one of the
stricter categories of hors de combat (they are seriously wounded or sick, or are attempting
to surrender), they should be seen as legitimate targets. However, once the city has been
taken, arguably all persons within its environs should be viewed as “in the power” of the
forces currently holding the city. As such, many more persons will need to be considered
to be hors de combat. Moreover, the degree to which persons may be seen to be in the power
of attacking forces may change on a daily basis, with districts shifting hands regularly.
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As such, there may be a need to alter rules of engagement regularly, or to utilize rules
which are conditional on certain contextual factors like one’s control of an area. All of this
points to the need for commanders and combatants on the ground to be able to quickly
and effectively alter the way AWS acting in their theater of operations view the hors de
combat status of the enemy. And this, in turn, argues against trying to determine single
overarching means of determining this status for all AWS, or even for all AWS in a given
environment. Each battle is unique, and commanders should have the ability and means
to ensure that their soldiers and hardware, AWS included, are compliant with the laws
of war.

To reiterate, what these illustrations aim to demonstrate is that there is no base
standard that works for all scenarios. As such, the governing norms in place during
deployments of AWS will be highly contextual. In order for AWS to be lawfully deployed,
they must be able to pay due heed to the dynamism necessary for determining hors de combat
status, and it must likewise be assured that humans, in this case deployment commanders,
retain the ability to make on-the-fly changes to the targeting principles that are in force in
such systems.

In sum, AWS can come in many forms, some more or less fragile or vulnerable. As
such, they need to be able to evaluate whether enemies are hors de combat in nuanced and
contextual ways, paying heed to not just their abilities and their enemies’, but also to how
changing mission parameters may affect whether or not any enemy is in combat. This, in
turn, has implications for our understanding of meaningful human control in the domain
of AWS governance and deployment, a point to which we now turn.

4. Regaining Meaningful Human Control (MHC)

Meaningful Human Control (MHC) is a complex, albeit relatively modern concept
that emerged from the growing discourse on the ethical and legal issues of AWS. Although
there are a number of different frameworks for what constitutes MHC, all frameworks
agree that humans must remain in control, or at least have oversight over the decision-
making of a system in a non-arbitrary, and thus “meaningful” way. What constitutes this
meaningfulness remains debated by scholars, leading to (at least) six different approaches
to MHC:

1. Preserving MHC through proper preparation and legitimate context for use, viz.
through current NATO targeting procedures [18];

2. Attaining MHC by having a human agent make “near-time decision[s]” in AWS
engagement [19];

3. Preserving MHC through adequately training commanders in the deployment and
function of AWS to ensure proper attribution of responsibility [20];

4. Attaining MHC through apprising designers/programmers of their moral role in the
architecture of AWS [21];

5. Attaining MHC through design requirements involving necessary conditions to track
the relevant moral reasons for agent actions and trace the relevant lines of responsibil-
ity through design histories [22,23]; and

6. Preserving MHC by distributing responsibility for decisions through the entirety of
the military-industrial complex [24,25].

This paper does not aim to propose or endorse any of these approaches to MHC.
However, it does merit noting that human agents are never extricated from decision-
making in any of the above approaches, nor do they abdicate full decision-making to
the system, even if the system can technically be designed with ‘full autonomy’ (i.e., the
ability to select and engage a target without contemporaneous human input). This central
tenet is supported by the results of this paper’s exploration of hors de combat; as we have
demonstrated, it would be incorrect and possibly even dangerous to have a single set
of targeting principles for AWS designed to determine hors de combat status in enemy
combatants. This also applies to specific and narrow types of AWS, showing that control
must necessarily remain in the hands of commanders for AWS to be lawfully deployed.

154



Information 2021, 12, 216

This, of course, does not mean that lawfully fielded AWS must be devoid of any
programming to that end more generally. On the contrary, it is imperative that AWS
possess some general abilities to discern the status of enemy combatants. However, such
general patterns will rarely be sufficient alone, and responsible deployment of AWS will
have to address this fact. This means that the human overseers must be able to impact
on the way AWS view enemy combatants, and the way AWS determine whether enemy
combatants are still in combat.

5. Conclusions

Autonomous weapons systems remain a hotly debated topic in both academia, but
also in international public spheres. The debate over the ethics and legality of their design
and deployment is further complicated by how actual military operations are currently
carried out, how the letter of the law regarding military operations relates to and differs
from the spirit of the law, as well as how different AWS change how they legally relate to
potential combatants. In an effort to clear up some of these complications, this paper drew
on the legal articulation of hors de combat status as found in AP I, Art. 41, showing how this
legal principle might impact on the design and use of AWS. What we aimed to show is
that hors de combat status cannot be wholly reduced to a set of clear categories that can be
programmed into AWS, and that some relevant categories are contingent on dynamically
changing contexts in the field. These contexts change when one can be seen to be hors de
combat and thus systems, in order to remain lawful, must be sensitive to this changing
status. As such, this paper concludes that military commanders must retain control over
AWS’ general targeting behavior, in order to be able to respond to the shifting legality
of certain targets due to changing contexts. Meeting this imperative would also provide
a greater degree of meaningful human control of AWS, an aim which has independent
merit and may prove necessary for addressing other legal and ethical concerns related to
autonomous weapons systems.
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Appendix A

Note that though one is to be protected whenever one should be recognized to be hors
de combat, it is only a war crime to make “a person the object of attack in the knowledge
that he is hors de combat” (AP I, Art. 85.3(e)). Thus, it is possible to fail to meet the demands
of Art. 41, while still not acting in a criminal manner, as long as that failure is based in
ignorance. Once one knows an enemy is hors de combat, any targeting of that enemy will
constitute a “grave breach” of the treaty, and thus be deemed a war crime.

ICRC 1987, paragraphs 1601–1603 (pp. 480–482) Note also that the relevant factor is
whether or not a person is him- or herself in combat, but not necessarily whether or not
a person is still in a military engagement. An individual may still be (partially) involved
in a military engagement in virtue of being physically present where hostilities continue
to unfold, yet be hors de combat due to wounds. As a result, it is possible that some hors
de combat persons may suffer harm simply due to their proximity to battle, but this will
not mean that those who harm them have breached Art. 41, so long as the hors de combat
persons are not made the object of attack.

Recent debates on the killing of so-called “naked soldiers” make arguments that are
similar to those presented here. However, these debates reach a much stricter conclusion
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than what we are advancing, and moreover seem to be far less sensitive to the particular-
ities and importance of context in determining the permissibility of targeting (lethal or
otherwise). For these reasons, we view these positions with caution, as they seem liable to
prove too much. For such arguments, see the recent position developed in [26–28]. For a
response to this see the forthcoming [29].

For example, in the UNOSOM II mission to Somalia, U.S. General William Garrison
had requested for the delivery of M1 Abrams tanks and an AC-130 Specter gunship. These
armaments were ultimately not delivered, but had they been, they would almost certainly
have been impervious to any weapon the Somali militias possessed. As such, U.S. forces
could have easily assessed that in any future engagements, those units (M1 Abrams and
AC-130 gunships) would face enemies who would be powerless against them. The enemies
would not be powerless if the fighting was in populated zones where civilians might be
caught in a cross-fire, but any engagement in the countryside between an M1 Abrams and
Somali militiamen would be certain to see the tankers as facing an enemy who was utterly
powerless against them.

For example, such arguments are put forward in Zając n.d. Zając’s points are made in
relation to the so-called “naked soldier” debates (supra, note 3 above), but with very minor
adjustments they would be relevant here as well.

Alternatively, one might also simply ignore the words of the Commentary. However, it
is our belief that if a possible (and plausible) interpretation of the Commentary allows one
to reconcile its central findings with customary international law, then such is preferable,
especially in light of Art. 38(1)(d) of the Statute of the International Court of Justice, which
maintains that the court shall apply “judicial decisions and the teachings of the most highly
qualified publicists of the various nations, as subsidiary means for the determination of
rules of law”. Given that the International Committee of the Red Cross represents one
of the most respected authorities on International Humanitarian Law, we hold that its
Commentary cannot be simply ignored in those instances where it appears to run against
common opinion or state practice, but should instead be interpreted in the most charitable
light which might allow it to be reconciled with such positions. Thanks to Maciek Zając for
pushing me on this point.

This point reflects the facts of many cases in modern warfare. For example, aircraft
providing close air support nearly always target individuals who are defenceless against
them. However, these craft are providing support to ground troops who are in harm’s
way, and are under threat from precisely those individuals being targeted by the aircraft
providing support. Thus, though the individuals targeted by close support aircraft are
defenceless against such craft, those individuals are not powerless, as they can still harm
the ground troops being support by air cover. Perhaps more controversially, aircraft or
drones carrying out kill strikes in counterinsurgency environments may be viewed as
striking enemies who are defenceless and out of combat. However, we would argue that if
those targeted are in a position to harm others (friendly or third party individuals), then
they may be justifiably deemed to be in combat, or at least close enough to combat to be
permissibly made the object of attack. At any rate, whether or not they are hors de combat
will depend on the precise nature of the situation, and most importantly (for our purposes)
on a number of contextual factors.

If the state contemplating such a strike has a legitimate war aim of disarming its enemy,
then it may still be permissible to destroy these tanks. However, this would arguably only
be permissible if the tanks could be struck without harming the crews of said tanks. The
reason for this is because, so long as the tanks have no possibility of joining the fighting,
the war may be carried out without doing anything with regards to these units, and they
may still be destroyed after the war has ended (such disarmament may even be made an
explicit condition of the peace settlement). It is also worth emphasizing that this example
is predicated on their being some degree of certainty that the bridges will stay down. Such
certainty will be possible in some cases, but less so in others, and whether or not one knows
the bridges will stay down will certainly affect the permissibility of targeting decisions
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against units across the river. Again, thanks to Maciek Zając for suggesting these points
(among others).
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Abstract: With predictions of robotics and efficient machine learning being the building blocks of the
Fourth Industrial Revolution, countries need to adopt a long-term strategy to deal with potential
challenges of automation and education must be at the center of this long-term strategy. Education
must provide students with a grounding in certain skills, such as computational thinking and
an understanding of robotics, which are likely to be required in many future roles. Targeting an
acknowledged gap in existing humanoid robot research in the school learning environment, we
present a multidisciplinary framework that integrates the following four perspectives: technological,
pedagogical, efficacy of humanoid robots and a consideration of the ethical implications of using
humanoid robots. Further, this paper presents a proposed application, evaluation and a case study of
how the framework can be used.

Keywords: school learning environment; human–robot interaction; pedagogy; education; effi-
cacy; ethics

1. Introduction

According to Oxford University researchers, many white and blue-collar jobs are
at risk of the Fourth Industrial Revolution [1,2] with its increasing supply and demand
of industrial robots globally [3]. According to the Economist Intelligence Unit’s recently
released Automation Readiness Index, not a single nation included in the study was fully
prepared to address the challenge [4]. Robotics and efficient machine intelligence are the
building blocks for the coming revolution [5,6]. Countries need a long-term strategy to
deal with the challenges of automation and education must be at the center of it. Countries
must provide students with a grounding in certain technical skills, such as computational
thinking, which are likely to be required in many future roles [4]. Many such roles will also
require an understanding of robotics [4].

Humanoid robots have already been used with children to examine various phenom-
ena [7–9]. However, the use of humanoid robots in classrooms is a recent development [10].
The understanding of how children use and learn with these robots is beginning to display
signs of future potential [10]. Much of the research to date has focused on the technological
capabilities of robots to act as educational tools, focusing for example on language acquisi-
tion, Science, Technology, Engineering and Mathematics (STEM) and the basic principles
of programming [11,12].

Educational robotics (ER) offer the possibility both of the facilitation and the evaluation
of learning as “pedagogical agents” [13]. Through human–robotic interactions and targeted
feedback, ER can be programmed to help with learning and develop technical skills through
individual and collaborative learning [14]. In particular, ER can be used to target specific
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learning outcomes of subject knowledge (i.e., math), skills (i.e., programming and critical
thinking) [15]. A recent meta-analysis [16] has shown that ER has been shown to improve
knowledge and skills, help with transferring skills to other domains, increase creativity
and motivation, increase the inclusion of broad and diverse populations and have an
added benefit of increasing teacher development. ER has also shown benefits in STEM
subjects [17], but in general, there are mixed findings on the effectiveness of ER [18]. This
may be due to methodological shortcomings in design and evaluation [19].

In the context of educational robotics, there have been many efforts made to improve
the teaching work in STEM programs to aid both teachers and learners; however, there is
a lack of clear-cut guidelines or standards [20]. While ER is a growing field, the benefits
to learning outcomes and the evaluations of these interventions need standardized and
validated frameworks to assess the efficacy of ER in schools.

Robots have also been used as educational agents with a focus on developing social
psychological skills. For example, the iCat robot has been used to teach children to play
chess [21] and the Keepon robot for robot-assisted therapy with children on the autistic
spectrum [22,23]. Research with the NAO, RoboVie and Tiro humanoid robots have
provided insights into the psychological dynamics characterizing social human-robot
interaction (HRI) in educational settings [24]. However, multiple studies [25,26] have
acknowledged a lack of understanding of the efficacy of humanoid robots in school learning
environments (SLEs).

In recent reviews, it has been found that humanoid robots largely act as novices, tutors
or peers in educational settings to support learning and that the majority of these applica-
tions are driven by technological feasibility and not grounded in didactical theory [12,26].
When theory has provided some didactical frame-working for working with robots in
educational contexts, the following approaches have been used: project-based learning,
experiential learning and constructionist learning [27].

From the technological perspective, the social element of the interaction between
robot and human is difficult to automate and fully autonomous social tutoring behavior in
unconstrained environments remains elusive [28]. The robots are limited by the degree to
which they can accurately interpret the learner’s social behavior [28]. Building artificial
“social interaction requires a seamless functioning of a wide range of cognitive mechanisms
and their interfaces” ([28] p. 7). This social element of the interaction is especially difficult
to automate [12] and needs further research.

In Reference [27], the benefits of incorporating robotics as an educational tool in
different areas of knowledge are explored. Another study [29] investigated how robots
in the classroom reshape education and foster learning. A recent study has reported that
students are generally motivated and have a very positive reaction to the introduction of
educational robotics in the academic curriculum [30]. Although humanoid robots have
the potential to bring benefits, the incorporation of such technology into SLEs brings its
own set of challenges for teachers. These are due to the robot’s presence in the social
and physical environment and the expectations that the robot creates in the user [28]. In
Reference [31], the influence of robots on children’s behavior and development and their
reaction to the robot’s appearance and visual characteristics were examined. There is a call
for research into people’s interactions with and social reactions towards humanoid robots
as a way to shape ethical, social and legal perspectives on these issues as a prerequisite to
the successful introduction of robots into our societies [32].

There is a lack of empirical research involving the use of robots in SLEs; therefore,
there is a need for more effective analysis of the potential of robotics as a teaching tool for
schools [27]. A recent review of the literature [16] observed that the majority of the existing
studies lacked an experimental or quasi-experimental design. Another study [33] proposed
having more intervention studies with focused research design in K–12 spaces. Recently
emphasis has been put on the importance of conducting these interventions with effective
robotic pedagogies and underlying theoretical foundations that are required for educa-
tional modules in STEM education to make robot-based pedagogies more efficient [16].
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Further to this, it has been argued that educational robotics allows for an integrated, multi-
disciplinary approach and it is essential to provide a more holistic portrayal of the research
on educational robots [16]. In response, this article contributes to the field by presenting
a multidisciplinary framework. The multidisciplinary nature of the framework acknowl-
edges that the use of humanoid robots in SLEs must be holistic, rather than focusing on
just the technical, or the pedagogical for example. As a position paper, our intention is to
present the framework with a proposed application, evaluation and case study by way of
an illustration. In particular, we propose that the introduction and evaluation of technology
in the classroom should be explored from the following four perspectives: pedagogical,
technological/human robot interaction, psycho-social development and a consideration of
the ethical implications of using humanoid robots.

Firstly, from an educational perspective and in light of the United Nations Sustainable
Development Goal 4 which seeks to “Ensure inclusive and equitable quality education
and promote lifelong learning opportunities for all.” [34], can humanoid robots contribute
anything to the promotion of quality education? Can a humanoid robot offer a learning
experience tailored to the learner, supporting and challenging students in ways unavailable
in current resource-limited classrooms? Can humanoid robots contribute to adapted or
differentiated education? Can robots be used and thereby “... free up precious time for
human teachers, allowing the teacher to focus on what people still do best: providing
a comprehensive, empathic, and rewarding educational experience” [12]? What are the
pedagogical and didactical foundations or frameworks for the use of humanoid robots in
educational settings?

Secondly, how can Artificial Intelligence (AI) and robotic technology be integrated to
develop humanoid robots to teach children in SLEs?

Thirdly, how do the human factors interaction with humanoid robotics influence
psycho-social development in children (i.e., motivation, self-efficacy, resilience)?

Finally, as AI technology develops and the social interactions between robots and
students become more complex, what are the ethical implications of using humanoid robots
in educational settings and how do we address these?

This article firstly in Section 2 presents the multidisciplinary framework for using
humanoid robots in SLEs. Section 3 includes concrete suggestions on how the proposed
framework could be applied and evaluated by researchers and practitioners in different
contexts and settings. Section 4 describes a case study related to the application of this
framework in a real setting followed by a conclusion and future work.

2. A Multidisciplinary Framework for Humanoid Robots in School Learning Environments

In this section, we present the presuppositions upon which the framework is built.
We then present an outline of the framework, including a brief description of each of the
four aspects.

2.1. Presupposition

The framework is grounded in the values of inclusive education and the right to
education for all. The foundations of inclusive education are built upon the principles of
universal human rights and supported by international organizations, such as UNICEF,
UNESCO, the Council of Europe, the United Nations and the European Union [35]. The
Salamanca Declaration includes all groups of students in danger of marginalization high-
lighting the right to participate in common learning activities within the ordinary school
system, regardless of special needs, gender, ethnicity, culture, social background, etc. [36].
If inclusive education is to become a reality, we must develop learning environments
to embrace diversity. For example, some students understand quickly through images,
others may prefer texts and readings. Some may deal well with theories, others may learn
through experiments and examples and some may have specific learning difficulties [37].
Some learn through engaging in discussion with others, whilst some learn through having
the opportunity to work alone. What are the potential ways in which humanoid robots
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can contribute to the development of SLEs that embrace diversity and help to promote
inclusive education?

With the focus on the learning of each individual, the student is placed at the center of
our proposed framework as shown in Figure 1.

Figure 1. A framework for introducing humanoid robots in school learning environments.

In a two-way collaboration with the student, educators (teachers and assistants), tech-
nology (humanoid robots), peers and researchers contribute to the SLE. Through the devel-
opment of this collaborative learning environment, we seek to explore the following areas.

2.2. Pedagogical/Didactical Development

It is proposed that the pedagogical/didactical aspect of the framework should be
grounded in experiential learning theory (ELT) which defines learning as “the process
whereby knowledge is created through the transformation of experience. Knowledge
results from the combination of grasping and transforming experience” [38] (p. 41). With
the focus on learning as a “process”, the ELT model proposes two dialectically related
modes of grasping experience—Concrete Experience (CE) and Abstract Conceptualization
(AC) [39]. In addition, the ELT model proposes two dialectically related modes of trans-
forming experience—Reflective Observation (RO) and Active Experimentation (AE). The
ELT model allows for a diversity of learning styles in students and acknowledges that for
some, concrete experience helps them to grasp, perceive and gain new knowledge. How-
ever, for others, grasping or taking hold of new information happens through symbolic
representation or abstract conceptualization. In the same way, some of us transform or
process experiences by watching others and reflecting on the observation of others who
are involved in the experience, whereas others actively experiment, jumping right in and
doing things [39].

We propose that the ELT model be used as the theoretical foundation for the didactical
approach. Further, the didactical approach must be developed as part of an iterative
process in collaboration with those working in the specific SLE context.

2.3. Technological Development for Human–Robot Interaction

In order to realize a successful human–robot interaction, a key element—a spoken
dialog system—needs to be implemented. A spoken dialog system consists of multiple
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components: speech recognition, natural language understanding, dialog management,
natural language generation and speech synthesis [40]. On the other hand, social signal pro-
cessing [41], social expression generation, turn-taking [42] and physical action generation
including pose, hand, arm, head movements [43] are also important elements of a spoken
dialog system, especially in multiparty dialogs. In order to maintain a multi-turn dialog,
the robot has to maintain and understand the conversational history and context [44].

2.4. Psycho-Social Development

We propose that the individual and social behaviors, capabilities, constraints and
limitations should be explored as the humanoid robot is incorporated into the SLE. The
development of behavioral prediction models for user-behavior and performance outcomes
can then be used to develop the framework further for human cognition in socio-technical
systems. We propose the modeling of user–task interaction at the individual and group
level of the SLE through systematic experimentation and naturalistic testing. The research
findings then have the potential to be used in the development of evidence-based training
modules that cover both the needs of the students and teachers.

2.5. Ethical Development

We recognize the need for applied ethical engagement when it comes to the use of
humanoid robots in social settings such as learning environments. In particular, we wish
to see research with humanoid robots that moves beyond the question of “what can we do
technically?” to “what should we do, ethically?”

This framework requires a theoretical contribution by developing a didactical ap-
proach that can be used and evaluated through working with humanoid robots in SLEs.
The proposed framework allows for the expansion of the boundaries of artificial intel-
ligence by implementing various components of spoken dialog systems for humanoid
robots. Further, we propose that the key performance indicators, to assess different aspects
of HRI in SLEs, are identified to determine the efficacy of existing HRI metrics and propose
new HRI metrics if required. Finally, we propose the development and evaluation of the
humanoid robot’s efficacy to help pupils to learn. The framework enables the promotion of
students and teachers learning about how robots work, but it also uses robots to help them
to learn competencies needed for a future with robots. In particular, the framework incor-
porates applied ethical engagement as an important aspect of the competencies needed for
a future with robots.

3. Proposed Application and Evaluation of the Framework

In this section, we first present our methodological standpoint for the framework
followed by an outline of how the framework can be applied, evaluated and executed.

3.1. Methodology

The proposed framework requires a multidisciplinary and multiple-methods approach
that will include applied, qualitative and quantitative aspects. Whilst respecting the
integrity of the different paradigms, we propose the utilization of different ways of knowing
to expand our understanding of the potential ways in which humanoid robots can be used
in SLEs to promote student learning. With such a research design, we can expand the scope
of our understanding as different methods will be used to assess different aspects of the
phenomenon [45]. By combining qualitative and quantitative aspects in our evaluation
of humanoid robots in the SLE, we incorporate both subjective experiences and objective
observations [46,47].

3.2. Methodological Implications

Research into understanding and learning the effects of human–robotic interactions in
schools is still in the early stages. The applied nature and real-world complexity of this
field mean this research is multidisciplinary. The use of a mixed-methods research design
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that includes qualitative, quantitative and theory can lead to insights and discoveries
in this novel domain. There are few existing theoretical frameworks in the literature
encompassing these research questions and validated approaches. This requires using
validated approaches from different disciplines, that is, psychology, human factors and
educational research.

This framework also promotes using naturalistic settings over laboratory settings
due to the nature of the domain studied. Socio-technical domains incorporate human-
technology interactions while in social settings (i.e., classroom) but research frameworks
need to be validated across domains. Experimental laboratory settings are applicable to
identify the impact of variable manipulation on outcome variables and may give high inter-
nal validity, but it is limited in generalizations. Naturalistic design allows the observation
of participants in their natural settings and observes for outcomes. While this approach
may have low internal validity, it is high in ecological validity, therefore the findings can
be generalized to other populations.

Both quantitative and qualitative approaches need to include their respective ap-
proaches to validity (See for qualitative approaches [48]). By using a mixed-methods
design and triangulation methods, new insights on ELT approaches can be validated and
form the foundations for future work that are applicable to all four domains (technolog-
ical, psychological, educational and ethical). This approach will allow for the reflective
observation and active experimentation of the ELT framework.

3.3. Preparation

We propose that the framework must be situated within the specific context and take
into account the needs of the teachers and SLE. In particular, the needs of the SLE must
be established regarding the identification and definition of scenarios related to existing
educational contents suitable for the use of humanoid robotics, for example, grade/age,
types of school, state/private, types of learning formats, group/individual/whole class. In
order to complete this task, the researcher will need to engage in a period of consultation
and information gathering with school teachers. This activity may take multiple sessions
as the researchers learn about existing educational content to be able to develop a set of
scenarios involving humanoid robots depending upon the learner profile(s) to deliver
context-appropriate and tailored educational content.

This preparation stage also involves organizing information sessions for teachers
and parents along with obtaining necessary permissions from relevant ethical boards and
parents since these activities involve children.

In addition, in this preparation stage, the researchers must identify and design appro-
priate data collection tools that measure learning outcomes, performance, user interface
experience and psychosocial skill development.

3.4. In-Context Development of Various Aspects and Evaluation Instruments

3.4.1. Pedagogical

As stated in Section 2.2, we propose the development of a didactical approach to
working with humanoid robots in SLEs based on ELT [38]. The didactical approach should,
however, be developed in collaboration with the teachers and based on the needs of the
specific SLE context. We propose that this should be an iterative process to allow for the
investigation of both how the development of a didactical approach can contribute to more
effective working with humanoid robots in specific SLEs, and in what ways educational
activities with humanoid robots can promote learning.

We propose that to evaluate the effectiveness of the pedagogical aspect of the frame-
work the main approach should be qualitative and exploratory. Since programming robots
for social interaction and for teaching is highly creative, it requires co-design and devel-
opment with stakeholders, and an iterative development methodology will be highly
beneficial. Semi-structured interviews could be used to evaluate humanoid robots in
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SLEs with respect to HRI, robot behavior, natural language understanding and social
signal processing.

In addition, a qualitative approach could be used to focus on both student and teacher
experiences of introducing and working with humanoid robots in the classroom. The
advantage of adopting a qualitative approach is that it allows us to explore how the students
and teachers interact with the humanoid robots, including feelings, strengths/challenges
and ethical considerations of working with humanoid robots.

3.4.2. Technical

The main approach for technical development can be iterative, requiring continuous
qualitative and quantitative evaluation. We propose to implement a spoken dialog system
consisting of various components (as shown in Figure 2) to create engaging educational
activities with humanoid robots.

Figure 2. Proposed implementation of spoken dialog system (SDS) in SLEs.

(a) Automatic speech recognition, natural language understanding, gesture recognition
and understanding so that the robot can perceive the learning environment and
human participants;

(b) Interaction state tracking so that the robot can determine the current state comprising
of the dialog act and/or gesture by maintaining a “memory” to store interaction
history and contextual information;

(c) The robot will then form an interaction strategy plan consisting of various actions
with personalization;

(d) Natural language generation, text to speech and physical action generation including
gestures with personalization for adaptive learning customized according to the level
and learning speed of the user.

The above-mentioned activities can be designed for two settings, individual educa-
tional activities and multi-party educational activities with group interactions and team-
work between peers.

Existing tools and libraries provided with commercially available humanoid robots can
be explored for components such as automatic speech recognition and generation, natural
language understanding and generation, text to speech synthesis and the main focus can
be on components such as creating a knowledge base for efficient dialog management to be
used with the humanoid robot in SLEs. Other available techniques and methods such as for
natural language understanding, deep learning methods involving Convolutional Neural
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Networks [49] or Recurrent Neural Networks [50] and for leveraging external knowledge
for natural language understanding [51] and natural language generation [52], knowledge
graphs can also be explored.

Various metrics (e.g., cognitive interaction, degree of monotonicity, human awareness—
human recognition, characterization and adaptation, robots’ self-awareness, safety) have
been discussed to evaluate and assure functionality of humanoid robots [53]. However,
a key factor that limits the success of human–robot teams is the lack of consistent test
methods and metrics for assessing the effectiveness of HRI [54] since existing metrics are
not sufficient to capture all aspects of HRI [53] in every setting [55]. Therefore, HRI metrics
in conjunction with observations, quantitative (e.g., questionnaire) and qualitative methods
(e.g., semi-structured interviews) can be used to evaluate humanoid robots in SLEs.

3.4.3. Psycho-Social

We propose the development of behavioral prediction models for user-behavior and
performance outcomes that are situated in the specific context of the SLE. This can be
achieved through the modeling of user-task interaction at the individual and group level
of the SLE through systematic experimentation and naturalistic testing.

We propose that by using validated approaches from human factors and cognitive
engineering, we can evaluate the efficacy of humanoid robots on the psycho-social de-
velopment of learners (i.e., motivation, self-efficacy, resilience). This can be achieved by
developing and validating applied interventions based on human factors and cognitive
engineering aspects where the interaction of individual aspects of human behavior (mi-
crocognition; i.e., self-efficacy, resilience, metacognition) and naturalistic environments
(macrocognition; i.e., shared situational awareness, communication) are considered in
both human–robot interaction and human–human interactions. These measures will be
analyzed using social science paradigms (i.e., statistical analysis, cognitive task analysis,
qualitative interviews).

3.4.4. Ethics

Careful consideration must be given to ethics and it is proposed that these consid-
erations are situated in the specific context in which the research is taking place. Some
considerations to be taken are, first, what are the implications for the students and teach-
ers/assistants in introducing humanoid robots into the SLE? As researchers, we have an
ethical responsibility to “do no harm” to those who participate in such studies. Secondly,
as the technological advancement of artificial intelligence continues and humanoid robots
become more autonomous, what ethical applications apply to the robots? Thirdly, and
related to the above two, how do we prepare students and teachers/assistants for a future
with robots which are founded upon ethical considerations?

4. Case Study

This section presents an example of how the framework can be implemented.
Aim: To explore how humanoid robots can assist teachers to promote Mathematics

and programming skills.
Sample: Grade 6 students (n = 20) and teachers (n = 2)
Preparation: Researchers have two meetings with the grade 6 teachers to prepare the

content of the three-day workshop, including discussion surrounding the learning needs
of the students. Ethical consent is gained from the relevant body to conduct the research.
An information meeting is held for teachers and parents/guardians of participants under
the age of 16. Informed consent is gained from participants and the parents/guardians
of participants under the age of 16. The discussion related to the selection of evaluation
methods (e.g., observations, quantitative and qualitative) and instruments is also initiated
at this stage.

Didactical approach: Execution of a three-day workshop which involves the following
activities for the participants:

166



Electronics 2021, 10, 756

Activity 1—Introduction to robots—including a presentation and class discussion led
by the researchers. Informed consent is explained to the participants.

Activity 2—Participants complete a pre-test structured questionnaire of their metacog-
nitive judgment on how they expect to do working with the robot, math and programming.

Activity 3—Participants are separated into groups of four or five by the regular class
teachers. Each group participates in a one-hour practical session led by the researchers.
The session includes basic programming and math tasks using the robot.

Activity 4—Participants complete a post-test structured questionnaire of their metacog-
nitive judgment about how well they think they did working with the robot, math
and programming.

Activity 5—The researchers conduct semi-structured group interviews with each
of the four groups of grade 6 students to gather in-depth data about the experiences of
working with the robot.

Activity 6—Plenary—including a presentation and class discussion surrounding the
experiences of working with robots, what a future with robots looks like and the ethical
considerations to working with robots, led by the researchers.

Activity 7—The researchers conduct semi-structured group interviews with the grade
6 teachers to gather in-depth data about the experiences of working with the robot.

Technical development: The robots are programmed for activities related to mathe-
matics and programming tasks. This is done in multiple iterations so that other researchers
and teachers can provide feedback in order to improve these activities before the workshop
with the participants. Questionnaire and semi-structured interviews are used to evaluate
human–robot interaction along with participants’ views on the current technical capabili-
ties, limitations and potential improvements in robot activities for future workshops.

Psycho-social development: This is explored during the three-day workshop and in
particular through the collecting of pre- and post-test data that explores the participants’
self-efficacy and meta-cognition.

Ethical development: This occurs primarily through the discussions during Activity
6 and in the semi-structured interviews. This is also covered through following ethical
guidelines such as informed consent.

Evaluation: Both qualitative and quantitative analysis of the interviews and pre-
and post-test data can be analyzed using validated methodologies. Inferential statistics
can be used for quantitative data, while qualitative approaches such as Interpretive Phe-
nomenological Analysis or Thematic Analysis can be used to analyze interview data.
These approaches have been validated across social and technical domains to measure
experiences, interactions and outcomes.

5. Conclusions and Future Work

This position paper has proposed a framework that addresses an under-researched
and not well-understood aspect of humanoid robots in SLEs. Rapid technological progress
in SLEs needs to be balanced with a holistic approach to research that attempts to support
human adaptation in rapidly changing socio-technical system dynamics. With such a mul-
tidisciplinary framework, we offer the possibility to move beyond extending the technical
possibilities to evaluating how technological advancements can be used in an ethical way
to benefit individuals and society through education. In particular, the multidisciplinary
framework presented here integrates the technological, pedagogical, psycho-social and eth-
ical aspects of HRI. Further, this paper has presented a possible way to apply and evaluate
the framework, methodologically, along with an example of a case study. It is hoped that
readers will be inspired to adopt this interdisciplinary framework as their starting point
for research into how humanoid robots can be used effectively in SLEs and contribute to
the development of the research base within this field.

Although this study includes concrete suggestions regarding the application and
evaluation of the proposed interdisciplinary framework along with a case study describing
its application in a real setting with a focus on learning mathematical and programming
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concepts, it is beyond the scope of this paper to include empirical data. Further research is
needed to empirically evaluate the framework in order to derive more grounded conclu-
sions. Therefore, future work will report on the comparative analysis, both by longitudinal
research and by comparison with the results of experiments designed within different
courses and also at other schools.

If humanoid robots can contribute positively towards the SLE and increased learning
opportunities (motivation, self-efficacy, resilience) then this will benefit both students in
the short and long-term, and in turn society. This framework has the potential to impact
the teaching and training of future generations of students that can be reached and benefit
from the implementation of the proposed framework. The addition of humanoid robotics
in the classroom may facilitate the learning process in students who struggle and may
decrease apprehensive behaviors in students, allowing for cognitive processes to open up
for more efficient learning and the promotion of inclusive education for all.
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Abstract: This commentary aims to address the field of social robots both in terms of the global
situation and research perspectives. It has four polarities. First, it revisits the evolutions in robotics,
which, starting from collaborative robotics, has led to the diffusion of social robots. Second, it
illustrates the main fields in the employment of social robots in rehabilitation and assistance in
the elderly and handicapped and in further emerging sectors. Third, it takes a look at the future
directions of the research development both in terms of clinical and technological aspects. Fourth, it
discusses the opportunities and limits, starting from the development and clinical use of social robots
during the COVID-19 pandemic to the increase of ethical discussion on their use.
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1. Introduction

We can certainly place among the most marvelous and shocking technological devel-
opments of recent years those of collaborative robotics and, among them, those related to
social robotics.

The social robot represents an important technological issue to deeply explore both
from a technological and clinical point of view. It has been highlighted in an editorial in
the Special Issue of the journal Healthcare entitled “Rehabilitation and Robotics: Are They
Working Well Together?” [1]. Among the most important directions in the development of
social robotics connected to assistance and rehabilitation we find, in a wider approach to
the process of rehabilitation and assistance, the following:

• To invest in social robots specifically designed as support during rehabilitation phases
(such as, for example, in the care of the elderly).

• To invest in social robots specifically designed as cultural mediators to support during
communication/therapy activity (such as in the care of autism).

• To address the problem of empathy in robotics, especially in relation to interaction
with social robots.

In fact, starting from the experiences of collaborative robotics, social robots have
spread and are opening new opportunities in the field of the rehabilitation and assistance
of fragile subjects with different types of problems, ranging from neuromotor disabilities
to those of a communicative and psychological type. A particular acceleration in this
area has also certainly been due to the COVID-19 pandemic. The need to maintain social
distancing, combined with that of (a) ensuring the continuity of care and (b) giving a
communicative type of support, has prompted us to look in the direction of social robots as
a possible solution at hand: a real lifebuoy. We have, therefore, increasingly begun to look
at social robots both, in a more futuristic way, as a potential substitute for human health
care and rehabilitation and, in a more realistic and ethically acceptable way, as a reliable
possible mediator/facilitator between humans in the field of rehabilitation and assistance.
To tell the truth, even before the pandemic, some of the “social” potential of robots had
begun to scare us. Recent challenges in some games (which involve a high degree of social
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interactions based on tactics) between robots and humans have in fact shown us how
the computational abilities of robots have definitively knocked out what we previously
believed to be the primacy of human intelligence. In 2016, years after Deep Blue’s [2–4]
famous defeat of Kasparov at chess [5,6], a computer called AlphaGo [7] beat the world
champion of Go [8,9], a game much more complex than chess; in fact, in this game, the
possible options for the first move are 361 (20 in chess) and the second are 130,000 (400 in
chess!). According to the scholars of this game, to win, it is necessary to be familiar with
the models of social interaction that go far beyond simple computation! The following
questions immediately emerge:

• With AlphaGo, are we crossing the threshold between the two forms of artificial and
human intelligence, and what does this entail for future developments?

• What is the boundary between a social robot and a powerful computer?
• Does a social robot have at least a mechatronic body (AlphaGo does not have one)?
• Is an interactive video connected to a computer attached to a mobile body/column

sufficient to characterize a social robot?
• What degree of autonomy must a social robot have in any case?
• Is all of this ethically acceptable?

As scholars in the field of assistance and rehabilitation, we also question ourselves on
these points, which touch on important aspects of (a) scientific research in mechatronics,
neuroscience, artificial intelligence and bioengineering; (b) bioethics; and (c) economics
and politics, ranging from regulatory to organizational aspects. In light of this, taking
into account the focus of this Special Issue, the goal of our study is mainly to produce
a commentary that is useful in the field of research without, however, where possible,
neglecting the other aspects. In particular, we wish to highlight in this study a map point
and a conceptual contextualization of these technologies starting from the roots, which are
based on corobotics, and understand what direction these devices are taking and what we
can expect in the future.

2. The Social Robot as an Evolution of the Collaborative Robot
2.1. Collaborative Robots

The term corobot or cobot derives from the merging of the term collaborative with
the term robot [10]. It appeared in the Wall Street Journal in its millennium edition on
1 January 2000 [11] and refers to technologies used since 1996 thanks to the ingenuity of
two professors from Northwestern University, J. Edward Colgate and Michael Peshkin.
Cobots are robots designed to interact with humans from a certain work environment and
in an interaction workspace. Currently, among the robotics sectors, this sector represents
one of the greatest developments.

The International Federation of Robotics [12], a professional, nonprofit organization,
recognizes two types of robots: industrial robots used in automation and collaborative
robots that can be of service for professional and home use. In the field of collaborative
robots, there are four groupings:

1. Reactive collaboration: the robot responds to the movement of the worker in real time;
2. Cooperation: the human and robot are both in motion and work simultaneously;
3. Sequential collaboration: the human and robot share part or all of a workspace but do

not work simultaneously;
4. Coexistence: there is no shared workspace, but the human and robot work together.

2.2. Social Robots

The ability to interact and work with humans is a characteristic of collaborative robots.
However, if this interaction and work activity is more characterized by social interaction
until it becomes the key role, then we are dealing with a social robot, also called a socially
interactive robot [13].
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In other words, social robots are collaborative robots evolved/specialized in social
interaction, and their work is social interaction.

We must take into account that robots are and will be increasingly part of our lives. In-
teraction with artificial intelligence in workplaces, shops, healthcare facilities and numerous
other meeting places will be increasingly frequent.

Social robots (SRs) in their collaborative interaction are capable [13] of:

• Establishing and maintaining social relationships;
• Learning social skills development and role models;
• Using “natural” signals, such as gestures and gaze;
• Expressing emotions and are able to perceive them;
• Communicating with high-level dialog;
• Expressing one’s own personality and distinctive character.

SRs can be used for a variety of purposes; for example, as educational tools and thera-
peutic aids. There are several examples of SRs designed for use by elderly people [14–17],
in nursing homes or in hospitals, for example, to:

(a) Support certain motor activities;
(b) Support the elderly during feeding;
(c) Support them in drug therapy; for example, by reminding them to take a drug;
(d) Support them from a cognitive point of view; for example, by stimulating them with

games and supporting them from the point of view of communicative interaction,
even as simple company;

(e) Or, more generally, provide support as a hospital assistant.

For this reason, SRs are being considered among the key gerontechnologies [17] for
the future.

In the COVID-19 era, there has been an increase in the use of SRs in the above-listed
desirable activities due to the necessary supervening obligation of social distancing to
combat the pandemic [18]. One nonexhaustive example of this is the use of Pepper [7,19]
in the UK in this field during the COVID-19 pandemic [20]. Social robotics can also be
useful as:

(f) Support in the rehabilitation therapy of communication disabilities such as autism or
others, where the robot can represent a useful tool full of stimuli for children [18,21–28].

However, the robots can also be used in the home environment while integrated with
home automation technologies by supporting the activities listed above in the elderly.
Wakamaru [29], for example, can be integrated into domotics with a wide range of support
possibilities. Additionally, so-called home-telepresence robots are headed in this direction.
They act as home management mediators/facilitators, allowing communication with other
people by means of proper devices (cameras, speakers, microphones, etc.) and improving
the subject’s safety. Kuri [30] and JIBO [31] are a family of robots that includes telepresence.

3. Research Directions in Social Robots
3.1. A Possible Categorization as a Reference

In an interesting review, Sheridan [32] recently categorized the research direction in
the field of SRs as follows: (1) Affect, Personality and Adaptation; (2) Sensing and Control
for Action; (3) Assistance to the Elderly and Handicapped; (4) Toys and Markets. We
summarize this briefly, referring to the review for an in-depth view.

3.1.1. Affect, Personality and Adaptation

The research in this direction [32–38] concerns using information about the user in
order to adapt the SRs to the user’s particular needs and performance intentions, thereby
improving acceptance; therefore several studies focus, for example, on how movements of
the robot’s body parts imitate human emotions to express different emotions such as anger,
disgust, fear, happiness, sadness and surprise.
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3.1.2. Sensing and Control for Action

This section considers research that focuses more on the physical interaction between
humans and SRs, with consideration to bioengineering solutions [32,39–65]. While safety is
essential to human–robot collaboration for industrial manipulation and carefully avoiding
collisions, in SRs, the guard is different, and great attention is given to the social tasks, such
as applying makeup to the human face. More attention has been given to the problem of
motion planning, not only for collision avoidance (obviously, safety remains a basic aspect
to consider) but also for human likeness. The touch of a robot, in many cases, for example,
induces a positive response in a human, so this aspect must be carefully considered.

3.1.3. Assistance to the Elderly and Handicapped

This is one social robot application that has received much attention [32,66–76]. For
example, families coping with a relative with autism often struggle with social and emo-
tional communication. In the case of the elderly, the research directions confirm what
has been discussed above in Section 1. In the case of the research on the use of robots
for children with autism, some gaps have been identified and reported by Sheridan [32],
such as diversity in focus, bias in the research toward specific behavior impairments, the
effectiveness of the human–robot interaction after impairment and the use of robot-based
motor rehabilitation in autism.

3.1.4. Toys and the Market for Social Robots in General

Here, Sheridan [23] makes the important consideration that for user acceptance,
government regulator acceptance and sales appeal, engineering/research related to social
psychological and human factors should be applied to social robots. This is especially true
for children’s toys because children are the most vulnerable of the various user categories.
It should be considered that most of the sales of social robots today are for children’s toys
as it is possible to see over the web.

3.2. Further Personal Considerations

I agree with the categorization identified by Sheridan [32], and I believe that it can
be used as a reference for evaluating the future developments of social robots, with par-
ticular reference to the assistance and rehabilitation sectors. Without introducing new
categorizations and focusing on the rehabilitation sector, I believe that two recent, further
considerations are worthy of note. The first is the introduction of a sort of robot-based
pet therapy through robots with the appearance of animals. The second is the impact
of the research and clinical applications on SRs, as partly anticipated in Section 2 due to
the COVID-19 pandemic. Both topics are translational with respect to the four categories
described above.

3.2.1. Social-Animal-Like Robot for Pet Therapy

The pet therapy is identified as a complementary intervention that strengthens tradi-
tional treatments and can be used on patients suffering from various pathologies, with the
aim to improve their state of health, thanks to the human–animal interaction. It has been
proved that the presence of an animal (e.g., dog, cat, rubbit) improves both the emotional
relationship and the work with the patient, favoring the interaction, attention and in gen-
eral the communication channel and stimulating the active participation of the subject. Pet
therapy is often used in dedicated interventions.

Pet therapy is now finding fertile ground in SRs. Two examples of this are the two
social-animal-like-robots Paro and Robear. Paro was designed by Takanori Shibata in
early 1993 [77]. It was designed on the basis of a puppy seal. Paro features a complex
mechatronic, with tactile sensors covering its fur, touch-sensitive whiskers and actuators
that quietly move its limbs and body.

Thanks to this design, it responds to cuddles by moving its tail and opening and
closing its eyes, memorizes faces, follows the guard and learns actions, generating pos-
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itive reactions. Among the principal applications [15,16], it is possible to find the same
applications of pet therapy in (a) reducing psychological disorders such as anxiety and
depression and (b) improving communication skills and (c) the levels of attention and
participation. Therefore, the social robot Paro also acts as a rehabilitation therapist. It has
been used in rehabilitation therapies on the elderly (for example, with dementia) and on
children with autism. Paro is a social companion for those who interact with him, encour-
aging effects such as increased participation, increased levels of attention and new social
performances, such as cooperative attention and interaction [15,16,78–85]. Robear [86] is a
white, bear-shaped robot that lifts and helps patients in wheelchairs to move to bed or go
to the bathroom. It is a special robot nurse made by the Riken Brain Science Institute [87]
that is conquering hospitals in Japan for its efficiency and “sweetness.” Robear is driven by
software and three different types of sensors, including “tactile” structures made of rubber.
Weighing approximately 140 kg, Robear is strong and agile enough to (a) gently lift the
patient from the bed to the wheelchair, (b) help them stand up and (c) move quickly. While
the first example, represented by Paro, is a clear example of a pure robot-based pet therapy,
the second, Robear, is an example of the application of both robot-based pet therapy and
robot-based caregiving, which could also contribute to avoiding caregiver burning during
the complex activities of assistance, especially during the COVID-19 pandemic. It should
also be considered that many fragile subjects prefer more to be manipulated by a social
robot (Robear in this case) than a human caregiver.

3.2.2. Social Robots and COVID-19

The COVID-19 pandemic has dramatically brought to the fore the problem of the
frailty of the elderly. Often the elderly were subjected to forced isolation to avoid contagion.
This has resulted in both difficulties in health care (including psychological) and the
appearance of disturbing factors such as fear, anxiety and other psychological disorders.
Their functional capabilities also generally declined during this period.

To try to minimize the problem, some nursing homes have started using robots to take
care of the elderly to try to alleviate their loneliness while supporting them from a mental
health point of view. An example of this, as briefly anticipated in Section 2, is the use of
Pepper [17] in the UK. SRs, including the previously reported Robear [86], have provided
an impetus in research and clinical application during the COVID-19 pandemic. At the
end of the pandemic, it will be possible to completely assess this and make a map point.

4. Conclusions

The last evolution of collaborative robots (historically proposed for collaboration with
human subjects) [10] is the capability to play the role of an interactive social communicator
and, therefore, to be a social robot [13]. This new role is showing high potential in both
the direction of rehabilitation and assistance of subjects with disabilities, especially the
fragile and handicapped. SRs have particularly demonstrated potential both in the care of
the elderly and children with communication disabilities, such as autism [9–22]. Recently,
we have also witnessed boosted activity both in the research and clinical applications
of SRs caused by the COVID-19 pandemic. In fact, SRs present a chance to allow the
continuity of care and communication and psychological support in situations where there
are rules/initiatives to maintain social distancing to avoid infection; in other terms, a kind
of lifebuoy [17,18]. The research direction in the field of SRs has been clearly detected.
In an interesting review, Sheridan [32] recently categorized the research direction in this
field of SRs as follows: (1) Affect, Personality and Adaptation; (2) Sensing and Control
for Action; (3) Assistance to the Elderly and Handicapped; (4) Toys and Markets. As
transversal fields of this research direction, I have detected the clear introduction of robot-
based pet therapy [15,16,78–86] and the impact of the COVID-19 pandemic on the research
activity [17,18]. The latter opened much discussion around the use of SRs in rehabilitation
and assistance, complimenting the economic and ethical sphere. Ethical issues have arisen
around the key question that SRs cannot provide true selflessness, compassion and warmth,
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which should be at the heart of an assistance system. Scholars of epistemology are worried
that SRs, with increased use, could even increase long-term loneliness, reducing the actual
contact people have with humans and increasing a sense of disconnection. This, obviously,
is not applicable when SRs are used either as facilitators or mediators among humans, as
in most cases in domotics or in some applications in the care of autism, such as the robot
Kaspar [88–91].

It is precisely this role that makes us reflect on the further opportunities of SRs in
telerehabilitation applications that can occur in three important sectors:

• As facilitators/mediators to put fragile and/or needy subjects in contact with the
health system and/or family members for more complete support of rehabilita-
tion monitoring.

• As support in a more tailored patient-centered therapy by adapting SRs to the patient’s
telerehabilitation needs.

• In the domiciliation of care also integrated on the basis of the previous point, with the
emerging robotic rehabilitation technologies of the upper and lower limbs integrated
into the telerehabilitative pathways and processes.

When we reflect on SRs, and if we are worried about the above-listed problems
(increasing loneliness, reducing contacts, etc.), we must also see the flip side of the coin;
that is to say that, in this pandemic season, a robot of this type could provide answers
to many problems that are encountered in nursing homes and hospitals, such as lack of
personnel. In times of lockdown, many elderly and disabled people are left completely
alone in their homes and sometimes without adequate health care. Furthermore, even
leaving out the COVID-19 pandemic, there was already a problem of assistance (worldwide
and in every period) for the elderly, the frail, the disabled, the sick, the lonely and the non
self-sufficient. My opinion is that, in general, robotic caregivers should not only be viewed
with suspicion but also as a possible opportunity for support. There is no doubt that
robotics will be an important part of the health and care of the future. The robots will assist
in surgical interventions (in presence or remotely), rehabilitation, in home automation,
they will take care of hospital hygiene, dispense lunch and medicines and support of
various kinds in general. It is certainly true that robots are not currently able to express the
emotions of a human being, however they can do a job in a precise and effective way and
could be of great help in dealing with the problems of disability and many problems in
health care.

From an economic point of view, it is very interesting for insurance companies under
various aspects, ranging from the possibility of developing new insurance formulas that
revolve around the use of care-robots, as well as the introduction of new policies that cover
the risks of using robots. As for other applications of artificial intelligence, a key point for
the diffusion of SRs will clearly be the opinion and the acceptance, the so-called last yard, of
all the involved actors, ranging from physicians, nurses and caregivers to patients with their
familiars. Therefore, it will be necessary to set up dedicated studies based on dedicated
large surveys [92,93] to face the last yard, in which artificial intelligence cannot fail to
play a key role [94], given that artificial intelligence will be, for example, fundamental for
specifying the level and characteristics of the empathy of social robots in the near future. All
this is of basic importance because, according to studies focused on bibliometric indicators,
we are witnessing significant growth in this sector. In the study reported in [95], for example,
it is documented that the field started growing since the mid-1990s, and after 2006 [95], we
can observe a larger amount of publications. The authors [95] obtained academic article
data from the robotics and the social robotics fields, highlighting the important increasing
number of publications on SRs (a) by number of articles and (b) proportion in relation to
all-robotics research. Furthermore, now, official studies show that the social robots market
is (https://www.mordorintelligence.com/industry-reports/social_robots_market) [96]
estimated to grow at a compound annual growth rate of about 14% over the forecast period
2021 to 2026 thanks to the rise of research in the field of artificial intelligence (AI), natural
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language processing (NLP) and the development of platforms such as the robotic operating
system, which enabled the rise of social robotics.
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Abstract: To use technology or engage with research or medical treatment typically requires user
consent: agreeing to terms of use with technology or services, or providing informed consent for
research participation, for clinical trials and medical intervention, or as one legal basis for processing
personal data. Introducing AI technologies, where explainability and trustworthiness are focus
items for both government guidelines and responsible technologists, imposes additional challenges.
Understanding enough of the technology to be able to make an informed decision, or consent,
is essential but involves an acceptance of uncertain outcomes. Further, the contribution of AI-
enabled technologies not least during the COVID-19 pandemic raises ethical concerns about the
governance associated with their development and deployment. Using three typical scenarios—
contact tracing, big data analytics and research during public emergencies—this paper explores a trust-
based alternative to consent. Unlike existing consent-based mechanisms, this approach sees consent
as a typical behavioural response to perceived contextual characteristics. Decisions to engage derive
from the assumption that all relevant stakeholders including research participants will negotiate on
an ongoing basis. Accepting dynamic negotiation between the main stakeholders as proposed here
introduces a specifically socio–psychological perspective into the debate about human responses
to artificial intelligence. This trust-based consent process leads to a set of recommendations for the
ethical use of advanced technologies as well as for the ethical review of applied research projects.

Keywords: informed consent; terms of use; AI-technologies; technology acceptance; trust; public
health emergency; COVID-19; big data; contact tracing; research ethics

1. Introduction

Although confusion over informed consent is not specific to a public health emergency,
the COVID-19 pandemic has brought into focus issues with consent across multiple areas
often affecting different stakeholders. Consent, or Terms of Use for technology artefacts
including online services, is intended to record the voluntary willingness to engage. Further,
it is assumed to be informed: that individuals understand what is being asked of them or
that they have read and understood the Terms of Use. It is often unclear, however, what this
entails. For the user, how voluntary is such consent, and for providers, how much of their
technology can they represent to their users? As an example from health and social care,
contact tracing—a method to track transmission and help combat COVID-19—illustrates
some of the confusion. Regardless of the socio-political implications of non-use, signing
up for the app would imply a contract between the user and the service provider based
on appropriate use of the app and limiting the liability of the provider. However, since
it would typically involve the processing of personal data, there may also be a request
for the user (now a data subject) to agree to that processing. In the latter case, consent is
one possible legal basis under data protection law for the collection and exploitation of
personal data. In addition, though, the service provider may collaborate with researchers
and wish to share app usage and user data with them. This too is referred to as (research)
consent, that is the willingness to take part in research. Finally, in response to an indication
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that the app user has been close to someone carrying the virus, they may be invited for
a test; they would need to provide (clinical) consent for the clinical intervention, namely
undergoing the test. It is unclear whether individuals are aware of these different, though
common, meanings of consent, or of the implications of each. Added to that, there may
be a societal imperative for processing data about individual citizens, which implies that
there is a balance to be struck between individual and community rights.

Such examples emerge in other domains as well. Big Tech companies, for instance,
may request user consent to process their personal data under data protection law. They
may intend to share that data with third parties, however, to target advertising which
involves some degree of profiling, which is only permitted under European data protection
regulation in specific circumstances. Although legally responsible for the appropriate
treatment of their users’ data, the service provider may not understand enough of the
technology to meet their obligations. Irrespective of technology, the user too may struggle
to identify which purpose or purposes they are providing consent for. With social media
platforms, the platform provider must similarly request data protection consent to store
and process their users’ personal data. They may also offer researchers access to the content
generated on their platform or to digital behaviour traces for research purposes. This
would come under research consent rather than specifically data protection consent. In
these two cases, first the user must identify different purposes under the same consent
that their (service) data may be used for, but secondly they may need to review different
types of consent regarding their data as used for providing the service versus content they
generate or activities they engage in used for research.

In this paper, I will explore the confusions around consent in terms of common social
scientific models. This provides a specifically behavioural conception of the dialogue
associated with consent contextualised within an ecologically valid presentation of the
underlying mechanisms. As such, it complements and extends the discussion on explain-
able artificial intelligence (AI). Instead of focusing on specific AI technology, though, this
discussion centres on the interaction of users with technologies from a perspective of
engagement and trust rather than specifically focusing on explainability.

Overview of the Discussion

The following discussion is organised as follows. Section 2 provides an overview of re-
sponsible and understandable AI as perceived by specific users, and in related government
attempts to guide the development of advanced technologies. In Section 3, I introduce
behavioural models describing general user decision forming and action. Section 4 covers
informed consent, including how it applies in research ethics in Section 4.1 (For the purpose
of this article, ethics is used as an individual, subjective notion of right and wrong; moral,
by contrast, would refer to more widely held beliefs of what is acceptable versus what is
not [1]). Specific issues with consent in other areas are described in Section 4.2, including
technology acceptance (Section 4.3). Section 4 finishes with an introduction to trust in
Section 4.4 which I develop into an alternative to existing Informed Consent mechanisms.

Having presented different contexts for consent, Section 5 considers a trust-based
approach applied to three different scenarios: Contact Tracing, Big Data Analytics and Public
Health Emergencies. These scenarios are explored to demonstrate trust as an explanatory
mechanism to account for the decision to engage with a service, share personal data
or participate in research. As such, unlike existing consent-based mechanisms, a trust-
based approach introduces an ecologically sound alternative to Informed Consent free
from any associated confusion, and one derived from an ongoing negotiated agreement
between parties.

2. Responsible and Explainable AI

Technological advances have seen AI components introduced across multiple domains
such as transportation, healthcare, finance, the military and legal assessment [2]. At
the same time, user rights to interrogate and control their personal data as processed
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by these technologies (Art 18, 21 and 22 [3]) call for a move away from a black-box
implementation [2,4] to greater transparency and explainability (i.a., [5]). Explainable AI
as a concept has been around at least since the beginning of the millennium [2] and has
been formalised in programs such as DARPA in the USA [6]. In this section, I will consider
some of the research and regulatory aspects as they relate to the current discussion.

The DARPA program defines explainable AI in terms of:

"... systems that can explain their rationale to a human user, characterize their strengths
and weaknesses, and convey an understanding of how they will behave in the future" [6]

Anthropomorphising technology in this way has implications for technology accep-
tance (see [7]; and Section 4.3 below). Surveys by Adadi and Berrada [2] and Arrieta
and his colleagues [5] focus primarily on mapping out the domain from recent research.
Although both conclude there is a lack of consistency, common factors include explain-
ability, transparency, fairness and accountability. Whilst they recognise those affected by
the outcomes, those using technology for decision support, regulators and managers all
as important stakeholders, Arrieta et al. focus ultimately on developers and technologists
with a call to produce “Responsible AI” [5]. Much of this was found previously in our own
2018 Delphi consultation with domain experts. In confirming accountability in technology
development and use, however, experts also called for a new type of ethics and encouraged
ethical debate [8]. Adadi and Berrada meanwhile emphasise instead the different motiva-
tions and types of explainability: for control, to justify outcomes, to enable improvement,
and finally to provide insights into human behaviours (control to discover) [2]. Došilović
and his colleagues highlight a need for formalised measurement of subjective responses to
explainability and interpretability [9], whereas Samek et al. propose a formalised, objective
method to evaluate at least some aspects of algorithm performance [4]. Meanwhile, Khrais
sought to investigate the research understanding of explainability, discovering not only
terms like explanation, model and use which might be expected, but also more human-centric
concepts like emotion, interpret and control [10].

Looking not at the interpretability of AI technologies, other studies seek to explore
the implications of explainability on stakeholders, and especially on those dependent
on its output (for instance, patients and clinicians using an AI-enabled medical decision-
support system). The DARPA program seeks to support “explanation-informed acceptance”
via an understanding of the socio-cognitive context of explanation [6]. Picking up on
such a human-mediated approach, Weitz and her colleagues demonstrate how even sim-
ple methods, in their case the use of an avatar-like component, encourage and enhance
perceptions of understanding the technology [7]. Taking this further and echoing [9] on
trust, Israelsen and Ahmed, meanwhile, focus on trust-enhancing “algorithmic assurances”
which echo traditional constructs like trustworthiness indicators in the trust literature
(see Section 4.4) [11]. All of this comes together as positioning AI explainability as a co-
construction of understanding between explainer (the advanced AI-enabled technology)
and explainee (the user) [12]. This ongoing negotiation around explanability echoes my own
trust-based alternative to the dialogue around informed consent below (Section 4.4).

Much of the research above makes explicit a link between the motivation towards
explainable or responsible AI with regulation and data subject rights [2,4,5,9,11,12]. With
specific regard to big data, the Toronto Declaration puts the onus on data scientists and
to some degree governance structures to protect individual rights [13]. However, human
rights conventions often balance individual rights with what is right for the community. For
example, although the first paragraph of Art. 8 on privacy upholds individual rights and
expectations, the second provides for exceptions where required by the community [14].
Individual versus community rights are significant for contact tracing and similar initiatives
associated with the pandemic. While calling upon technologists for transparency and
fairness in their use of data, the UK Government Digital Services guidance also tries to
balance community needs with individual human rights [15]. The UK Department of
Health and Social Care introduces the idea that both clinicians and patients, that is multiple
stakeholders, need to be involved and to understand the technology [16]. Similarly, the
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EU stresses that developers, organisations deploying a given technology, and end-users
should all share some responsibility in specifying and managing AI-enabled technologies,
without considering how such technologies might disrupt existing relationships [17].

The focus on transparency and explainability within the (explainable) AI literature
is relevant to the idea that consent should be informed. Although the focus is often on
technologists [5,8], this assumes that all stakeholders—those affected by the output of the
AI component, those using it for decision support, and those developing it (cf. [5])—share
responsibility for the consent process. Even where studies have focused on stakeholder
interactions and the co-construction of explainability [12], there is an evident need to
consider the practicalities of the negotiation between parties to that process. For contact
tracing, for example, who is responsible to the app user for the use and perhaps sharing
of their data? Initially, the service provider would assume this role and make available
appropriate terms of use, a privacy notice and privacy policy. However, surely the data
scientist providing algorithms or models for such a system at least needs to explain the
technology? A Service Level Agreement (SLA) for a machine-learning component would
not typically involve detail about how a model was generated or its longer term perfor-
mance. If it is not clear what stakeholders are responsible for, it becomes problematic to
identify who should be informing the app user or participant of what to expect. Further,
with advanced, AI-enabled technologies, not all stakeholders may be able to explain the
technology. A clinician, for instance, is focused on care for their patients; they would
not necessarily know how a machine-learning model had been generated or what the
implications would be. There would have to be a paradigm shift perhaps before they
consider trying to understand AI-technologies.

Leading on from studies which situate explainable AI within a behavioural con-
text ([6,11,12]), I take the more general discussion about the use and effects of advanced
technologies into the context of planned behaviour (in Section 3) and extend discussions of
trust [9,11] into the practical consideration of informed consent in a number of different do-
mains. Starting with contact tracing and similar applications of AI technologies (Section 5),
this discussion seeks to explore the confusion around consent in a practical context, evaluate
the feasibility of transparency, and review responsible stakeholders for different scenarios.
Consent to engage with advanced technologies highlights, therefore, the impact of AI
rather than specifically on how explainable the technology might be. Focusing on a new
kind of ethics, this leads to the proposal for a trust-based alternative to consent.

3. Behaviour and Causal Models

The Theory of Planned Behavior (TPB) assumes that a decision to act precedes the action
or the actual activity itself. The separation between a decision to act and the action itself
is important: we may decide to do something, but not actually do it. The decision to act
is the result of a response to a given context. This is summarised in Figure 1. The context
construct may include characteristics of the individual, of the situation itself, of the activity
they are evaluating or of any other background factors. For instance, Figure 2 provides
interpretations of Terms of Use ((a) the upper half of the figure) and Research Consent ((b) in
the lower half) as behavioural responses.

Figure 1. Schematic representation of the Theory of Planned Behavior [18].
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Figure 2. TPB Interpretation of Behaviours associated with (a) Terms of Use and (b) Research Consent.

Someone wishing to sign up to an online service, for instance, would be presented
with the Choice to use the service or not, which may depend on the Information they are
provided about the service provider and the perceived Utility they might derive from
using the service. The context for Terms of Use therefore comprises Choice, Information and
Utility. By contrast, a potential research participant would decide whether or not to take
part (develop a Willingness to Engage) based on Respect shown to them by the researcher,
whether the researcher is well disposed towards them (Benevolence), and that research
outcomes will be shared equitably across the community (Justice).

4. Informed Consent

Although the concept can be traced back historically [19], the definition of informed
consent was formalised more recently after World War II in the Nuremberg Code [20] and
the Helsinki Declaration [21]. The emphasis is on:

“Voluntary agreement to or acquiescence in what another proposes or desires; compliance,
concurrence, permission.” (https://www.oed.com/oed2/00047775) (accessed on
12 May 2021).

For technology, terms of use focuses on an agreement between user and provider,
defining usage and limiting liability:

“[The] circumstances under which buyers of software or visitors to a public Web site can
make use of that software or site” [22] as part of a “binding contractual agreement” [23].

Indeed, Luger and her colleagues [24] and subsequently Richards and Hartzog make
explicit the link between terms of use and:

“Consent [which] permeates both our law and our lives-particularly in the digital context”
(The term consent as used here will therefore include terms of use) [23].
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In a medical or clinical context, and to counter the paternalism of earlier medical
practice, the definition makes explicit who the main parties to the agreement are:

“[the] process of informed consent occurs when communication between a patient and
physician results in the patient’s authorization or agreement to undergo a specific medical
intervention”. (https://www.ama-assn.org/delivering-care/ethics/informed-
consent) (accessed on 12 May 2021).

There are other concerns, though. For clinical treatment, the patient is reliant on the
clinician to improve their well-being, and there is no guarantee that they will understand
the implications of the treatment proposed. Further, concerned about their health or general
prognosis, they may not be emotionally fit to think objectively about the information that
they have been given. Additionally, during a public health emergency, there may be a legal
or moral obligation to disclose data, such as infection status. This implies a balance to be
struck between individual rights and the common good.

In research terms, consent is seen as integral to respect for the autonomy of the
research participant:

“Respect for persons requires that subjects, to the degree that they are capable, be given
the opportunity to choose what shall or shall not happen to them. This opportunity is
provided when adequate standards for informed consent are satisfied.” (Part C (1), [25]).

Latterly and with the emphasis on the right to privacy (Art. 8 [14]), consent is defined
in data protection legislation as:

“any freely given, specific, informed and unambiguous indication of the data subject’s
wishes by which he or she, by a statement or by a clear affirmative action, signifies
agreement to the processing of personal data relating to him or her” (Art. 4(11), [3]).

Irrespective of context, all definitions assume the pre-requisite characteristics of vol-
untariness (freely given) and informed (understanding what another proposes or desires).
It is not always clear, however, if these basic requirements are met or even possible. In a
clinical context, apart from the assumption that patients are emotionally objective rather
than directly reliant on the expertise of the clinician, the stakeholder relationship is unequal.
Notwithstanding the right to religious tolerance [19] assuming it be based on true auton-
omy [26], clinical judgement is subordinate to uninformed or emotionally charged patient
preference [27]. Putting clinician and patient on a more equal footing may be preferable
and preserve the interests of all parties [28].

The legal context, that is the requirements governing data protection and clinical
practice, limits what can be done in practical terms in regard to resolving confounding
issues associated with informed consent. Any such legislation will tend to be jurisdiction-
specific, and like the COPI Regulations [29] requiring the sharing of medical data, may be
time- and domain-specific. It is also worth remembering in the context of data protection,
that there are different requirements depending on the nature of the data themselves (Art.
6, 9 and 10 [3]). These imply different legal bases, or justifications, to allow personal
data to be processed. Consent (Art. 6(1)(a)–(f), Art. 9(2)(a)–(j), [3]) is only one such
legal basis, but has implications such as the data subject’s right to object to processing
or to withdraw the data (Chapter 3 [3]). In a research study involving the processing of
personal data, consent to participate may be different from the lawful basis covering the
collection of the personal data (for instance, Art. 89, i.a., [3]). Consequently, conflating data
protection and research ethics consent may confuse the data subject/participant as well as
restrict what a researcher can do with the data they collect, or worse still, undermine the
researcher/participant relationship. Further, an institutional Research Ethics Committee
(REC; also known as Institutional Review Board, IRB) or indeed a data protection review
would need to consider whether consent refers to research participation only (clinical trial
or other academic research studies), or a legal basis for data protection purposes, or both.
By contrast, consent for technology use (terms of use) may be weighted against the user
and in favour of the supplier. This may result from a failure to read or be able to read
the conditions [24], to differentiate technology-use contexts [30], or even from a de facto
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assumption that app usage implies consent [22]. Notwithstanding these specific issues of
the type of consent, the following sections consider first the governance of research ethics,
before moving on to the various challenges regarding voluntary and informed consent from
the research participant’s perspective, and subsequently to implications for technology
acceptance and adoption. The final subsection will give a definition of trust and describe
how it applies to various different contexts where consent would normally be expected.

4.1. Applied Research Ethics

Research ethics relates to more general applied ethical principles, which helps con-
textualise issues pertaining to informed consent. Research ethics review is often based
on recommendations from the Belmont Report [25], which echo similar values in medical
ethics [31], and assumes that activity is research [32] rather than service evaluation, for
instance. The primary focus includes:

• Participant Autonomy or Respect for the Individual: a guarantee to protect the dignity of
the participant as well as respecting their willingness or otherwise to take part. This
assumes that the researcher (including those involved with clinical research) have
some expectation of outcomes and can articulate them to the potential participant.
Deception is possible under appropriate circumstances [33], including the use of
placebos. Big data requires careful thought, since it shifts the emphasis away from
individual perspectives [34]. In so doing, a more societally focused view may be
more appropriate [35]. Originally, autonomy related directly to the informed consent
process. However, the potential for big data and AI-enabled approaches suggests that
this may need rethinking.

• Beneficence and non-malevolence: ensuring that the research will treat the participant
well and avoid harm. This principle, most obvious for medical ethics, puts the onus on
the researcher (or data scientist) to understand and control outcomes (see also [15,17]).
Although there is no suggestion that the researcher would deliberately wish to cause
harm, unsupervised learning may impact expected outcomes. Calls for transparency
and the human-in-the-loop to intervene if necessary [8,17] imply a recognition that
predictions may not be fixed in advance. Once again, the informed nature of consent
might be difficult to satisfy.

• Justice: to ensure the fair distribution of benefits. The final principle highlights
a number of issues. The CARE Principles [36], originally conceived in regard to
indigenous populations, stress the importance of ensuring that all stakeholders within
research at least are treated equitably. For all its limitations, the trolley car dilemma [37]
calls into question the assessment of justice. During a public health emergency, and
inherent in contact tracing, the issue is whether justice is better served by protecting
the rights of the individual especially privacy over a societal imperative.

In general ethics terms, autonomy, beneficence/non-malevolence, and justice reflect
a Kantian or deontological stance: they represent the rules and obligations which gov-
ern good research practice (for a useful summary on applied ethical theories, see [38]).
Utilitarianism—justifying the means on the basis of potential benefits—is subordinate to
such obligations. However, Rawls’ justice theory and different outcomes to the trolley-car
dilemma motivate a re-evaluation of a simple deontological versus utilitarian perspective.
Further, the socially isolating effect of the COVID-19 pandemic raises the question as to
whether a move away from focusing on the individual and considering instead the indi-
vidual as defined by the collective community is more appropriate (see [39]). Indeed, the
challenge comes when applying ethical principles in specific research environments [40,41],
or medical situations [27]. Ethics review must therefore balance the potentially competing
interests and expectations of research participants, researchers and the potential benefit to
the community at large in determining what is ethically acceptable. At the same time, it is
essential to consider whether the researcher or any other stakeholder can truly assess what
the potential outcomes might be. In either case—individual versus community benefit, and
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the overall knowledge and transparency of the research involved—there needs to be an
ongoing negotiation amongst stakeholders to agree on an acceptable approach.

4.2. Issues with Consent

Leading on from the earlier discussion about confusions arising from consent, in this
section I return to some specific issues with consent identified in the literature. As part
of the consent process, a potential participant is provided detailed information covering
what the research is about, what they as participant will be expected to do, and any
potential risks or benefits to them. They are typically given an opportunity to discuss with
the researcher or indeed anyone else for clarification. Ultimately, it is assumed that this
will address the need to provide all the detail the research participant needs to make an
informed decision about participation. Although there is some evidence to suggest both
researchers and their participants are satisfied with the informed consent process [42], this
begs the question as to whether participants are able to make balanced decision based on
that information—namely, their competence—but also whether they do in fact feel that
they are free to make whatever decision they choose.

Researchers must consider the ability of their potential participants to assimilate and
understand the information they can provide when requesting participation, therefore.
This may be due to the capacity of the participant themselves, but also their understanding
of the implications of the research on them and on others like them [43]. There are also
indications that the amount of information provided [44], and of issues such as potential
risks and benefits may not be satisfactory in some contexts [45,46]. At the same time,
researchers tend to be concerned about regulatory compliance as opposed to balancing
what the research goals are and how to manage risks and challenges [47]. Ultimately,
though, participants may simply fail to understand the implications of what they are being
asked to agree to [48] or be unable to engage with the information provided [49]. They do
however appreciate that researchers must balance multiple aspects of the proposed research
and so would be prepared to negotiate on those terms with the researchers rather than be
part of a regulatory compliance exercise [47]. Finally, whether researchers themselves are
fully aware of the implications of what they are asking for patient or participant willingness
to engage is not always clear [50].

Just as Biros et al. [43] highlight concerns about the broader, community implications
of research, there are other social dimensions which should be considered. Nijhawan
et al. [51] and Kumar [52], for instance, maintain that consent is really a Western construct.
In their studies in India, they also stress that an independently made decision to participate
could be influenced by institutional regard: patients may be influenced by an implicit
trust in healthcare services, for example [51]. The cultural aspects here echo traditional
differences between individualist and collectivist societies [53,54]. Only the former would
be used to putting their own wishes and needs above those of the community at large.
Indeed, for some cultures, the concept of self exists only as it is part of and dependent on
a collective group [39]. This may not be as simple as individualism versus collectivism
though: European data protection legislation, for example, puts the rights of the individual
above those of the collective, whereas the opposite is true in the USA [40].

Nijhawan and his colleagues [51] highlight a more general concern about the informed
consent process: if there is implicit trust in an institution influencing the consent decision,
then there are emotional issues which need consideration (see also [55] on privacy; and [56]
on trust). Ethics review in the behavioural sciences was introduced to provide additional
oversight for what may be seen as unnecessarily stressful for participants [57,58]. However,
this misses the point that potential participants may comply, and give their consent, because
of a perceived power dynamic [59,60]: the participant may feel obliged to do as they are
told to please the researcher. Alternatively, they may simply trust that the researcher is
competent and means well which in turn encourages them to trust the researcher [47,48].
Indeed, there is anecdotal evidence that participants would prefer just to get on with the
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research [48]; and in areas like clinical treatment, consent is almost irrelevant [61]. Whether
or not the consent process really reflects true autonomy is not always clear [26].

Like others, Nijhawan et al. [51] make a distinction between consent (the formal
agreement to engage based on participant competence) and assent (a less formal indication
of such agreement). So, while a parent or guardian must provide legally based consent for
their child to take part, the child themselves should provide assent. The latter is not legally
required, but without it there is no monitoring of continuing motivation and willingness
to carry on with participation. Assent is an informal agreement then which should be in
place to preserve the quality of the research itself though not required by law. Irrespective
of whether consent or assent, there is an argument which says it should be re-negotiated
throughout a given research study [48,62]. Otherwise, and learning from considerations
around biobanks and the ongoing exploitation of samples, informed consent may become
too broad to be effective [63] and need continued review [64].

Finally, perhaps most fundamentally, there is the question of whether consent based
on full disclosure of information is practical (see Section 2 above) or even desirable. There
are contexts within which deliberate deception can be justified [33], and where traditional
informed consent is actually undermining research progress [65]. Similarly, as well as
competence and the emotional implications of illness or duress discussed above, there are
always cases where full disclosure may not be possible. One such example, which will be
explored below, concerns public health emergencies and vaccination programs, as well as
inadvertent third-party disclosures [66]. Even within a clinical context, O’Neill suggests
informed consent be replaced with an informed request: extending that to research, the
participant would effectively respect the researcher’s competence and agree on that basis
to proceed.

Given the nature and extent of issues raised in the literature, it is important to recon-
sider the purpose of the relationship between research participant and researcher in light of
generalised deontological obligations such as autonomy (respect for the individual), benev-
olence and non-malevolence, and justice. In legal terms alone, problems with informed
consent have been summarised thus [23]: consent may be unwitting (or unintentional) as in
cases where acceptance is assumed by default [22], non-voluntary or coerced, and incapaci-
tated in that a full understanding is not possible [23]. With that in mind, empirical research
is ultimately a negotiation between the researcher and participant, or indirectly between
researcher and the data they can access. So, it is unclear whether the informed consent
process is adequate to capture what is needed for regulatory compliance or even the reality
of empirical research. A research participant is effectively prepared to expose themselves
to the vulnerability that the research protocol may not provide the expected outcomes, but
believe that the researcher respects them and their input; researchers will do what they
can to support participants throughout the research lifecycle and consider the implications
of eventual publication. The willingness to be vulnerable in this way has been discussed
repeatedly in the trust literature within the social sciences for many years. After a review of
implications for technology acceptance in the next section, discussion subsequently turns
to the potential benefit of a trust-based approach to research participation.

4.3. Technology Acceptance

How users decide to engage with technology, especially for services like contact trac-
ing, needs to consider issues of consent. This is not always the case (see [23]). Traditionally,
causal models predicting technology adoption have focused particularly on features of
the technology itself, such as perceived ease of use and perceived usefulness [67]. The
Context (see Section 3) derives solely from the technology. Other variables associated with
technology uptake such as the demographics of potential adopters, any facilitating context
and social influence have been identified as moderators, however [68]. McKnight, Thatcher
and their colleagues combine these technology-based approaches with models of trust,
however [69–71]. In so doing, they extend the influence of social norms identified by
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Venkatesh [68] to include a trust relationship with relevant human agents in the overall
context within which a particular technology is used.

For the COVID-19 Public Health Emergency (PHE), contact tracing was seen as an
effective tool in managing the pandemic. Early on in the pandemic, it was identified as one
method among many which would be of use, given the balance between individual rights
and societal benefit [72]. Concerns around privacy simply need careful management [73].
Later empirical studies have demonstrated a willingness to engage with the technology:
perceived usefulness in managing personal risk outweighs both effort and privacy con-
cerns [74,75]. Perceived ease of use as predicted by standard causal models for technology
acceptance [67], therefore, was not seen as an issue.

By contrast the overall context for the introduction of contact tracing needs to be
considered. The perceived failure in France, for instance, was due in part to a lack of
trust in the government and how it was encouraging uptake [76]. Indeed, Rowe and his
colleagues attribute this failure to a lack of cross-disciplinary planning and knowledge
sharing, with attempts to force public acceptance of contact tracing perceived as coercive
and therefore likely to lead to public distrust [76]. Introducing trust here is entirely
consistent with McKnight and Thatcher’s work (see above, refs. [69–71]). Without trust in
the main stakeholders, as Rowe et al. found, adoption will be compromised.

Examining trust in the context of contact tracing usage brings the discussion back to
consent. Given the shortcomings of consent across multiple contexts including terms of
use, Richards and Hartzog [23] argue for an approach which does not ignore basic ethical
principles such as autonomy but rather empowers stakeholders to engage appropriately.
They conclude that existing consent approaches should be replaced with a legally-based
trust process. This would allow, they claim, obligations to protect and be discrete with
participants and their data and to avoid manipulative practices. The present discussion
takes this idea one stage further. In the next section, I review a common social psychological
definition of trust as a continuous socially constructed agreement between parties. After
that, this is applied to specific technology scenarios relevant to contact tracing, AI-enabled
technologies and PHE.

4.4. Trust

Many of the issues outlined above imply that there is a negotiation between different
actors in research, or other activities like clinical treatment. While O’Neill discourages
replacing the informed consent process with a “ritual of trust” [66], and notwithstanding
the importance of general trust in healthcare in making consent decisions [51], it is unclear
how consent and trust relate to one another. Roache positions consent as an important
part of encouraging good practice in order to introduce a debate on trust and consent [77].
Eyal, however, rejects an unqualified assumption that informed consent promotes trust
in medical care in general [78]. He questions [79] the utilitarian approach proposed by
Tännsjö [80] and the social good arguments of Bok [81]. However, and regardless of the
relative strength of the arguments in this exchange, both Bok and Tännsjö contextualise
informed consent within a social negotiation between actors: in their case, patient and
clinician. In a research study, researcher and participant may similarly not be on equal
footing in terms of competence and understanding. Yet they continue to engage [47,48].

Defining trust can be problematic [82,83]. However, and with specific reference to the
inferred vulnerability of the research participant, for the present discussion, one helpful
definition was offered by Mayer and his colleagues:

“. . . the willingness of a party to be vulnerable to the actions of another party based on
the expectation that the other will perform a particular action important to the trustor,
irrespective of the ability to monitor or control that other party.” Ref. [84]

Trust is therefore the response by a trustor to perceived trustworthiness indicators of
benevolence, competence (or ability) and integrity in the trustee.

This is summarised in Figure 3. Like the TPB-based visualisations for Terms of Use
and Research Consent in Figure 2 in Section 3 above, the assumption is that a Willingness to
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Trust in Mayer et al.’s conception [84] is a response to trustworthiness indicators as context.
The separation between Willingness to Trust and Trust itself is important. Once the trustor
actually trusts the trustee, they may still continue to reassess the trustworthiness indicators.
In so doing, their willingness may be undermined. They lose trust, and the trustee must
now act in order to rebuild the lost trust. Trust becomes a constant negotiation, therefore.

Figure 3. A Schematic Representation of Trust Behaviours.

To expand on this, trust is socially constructed [85] as an ongoing dialogue between
exposure to risk and an evaluation of the behaviours of others [86]. Undermining any
one of the individual trustworthiness indicators leads to a loss of trust even distrust and
a need to repair the original trust response [87] if the relationship is to continue. Trust
repair depends on a willingness to identify issues, take responsibility to address them and
contextualise behaviours within a narrative that makes sense to the trustor [88,89]. As such,
I maintain, this behavioural perspective on trust reflects well Bok’s call for one party to
accept the potential limitations of another whilst continuing to evaluate and re-evaluate
their behaviour [81].

In a research context, basing the agreement to participate on the assumed trust between
researcher and participant can account for the observed pragmatic approach to informed
consent [48]. Over time, a trust relationship in a research study will depend on the main-
tenance by the researcher of their reputation for integrity, competence and benevolence
towards the research participant [88–92]. However, there is empirical evidence for a will-
ingness to compromise: technology adoption would not be possible without it [70,71,93,94].
Further, trust may generalise across related areas, which would be beneficial for a research
study itself and its context [95–97]. Leaving aside the specific issue of whether this is simply
a different definition or approach to informed consent, a trust-based approach may well
describe what happens in decisions to engage with research more closely than anticipated
by regulatory control or governance frameworks [47]. Adopting a trust-based perspective
derived from Mayer et al.’s definition [84] would need to consider how to demonstrate the
trustworthiness indicators of integrity, benevolence and competence in pertinent research
activities. This will be termed trust-based consent in the discussion below.

5. Scenarios

Notwithstanding any legal obligations under clinical practice and data protection
regulations, to evaluate the concept of trust-based research consent, this section considers
three different scenarios with specific relevance to the COVID-19 pandemic and beyond.
Throughout the discussion above, I have used contract tracing as a starting point. Identify-
ing the transmission paths of contagious diseases with such technology has been around as
a concept for some time [98]. However, this has potential implications for privacy including
the inadvertent and unconsented disclosure of third parties from a consent perspective.
It has been noted that human rights instruments make provision for when community
imperatives supersede individual rights (Art. 8 §2, [14]); and trust in government has had
implications for the acceptance and success of tracing applications, for instance [76,99]. For
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representative research behaviours, therefore, it is important to consider the implications
of current informed consent procedures in research ethics as well as from the perspective
of trust-based consent introduced above.

• Contact tracing: During the COVID-19 pandemic, there has been some discussion
about the technical implementation [100] and how tracing fits within a larger socio-
technical context [101]. Introduction of such applications is not without controversy in
socio-political terms [76,102]. At the same time, there is a balance to be struck between
individual rights and the public good [103]; in the case of the COVID-19 pandemic,
the social implications of the disease are almost as important as its impact on public
and individual health [104]. Major challenges include:

– Public Opinion;
– Inadvertent disclosure of third party data;
– Public/Individual responses to alerts.

• Big Data Analytics: this includes exploiting the vast amounts of data available typically
via the Internet to attempt to understand behavioural and other patterns [105,106].
Such approaches have already shown much promise in healthcare [107], and with
varying degrees of success for tracing the COVID-19 pandemic [108]. There are, how-
ever, some concerns about the impact of big data on individuals and society [109,110].
Major challenges include:

– Identification of key actors;
– Mutual understanding between those actors;
– Influence of those actors on processing (and results).

• Public Health Emergency Research: multidisciplinary efforts to understand, inform and
ultimately control the transmission and proliferation of disease (see for instance [111])
as well as social impacts [99,104], and to consider the long-term implications of the
COVID-19 pandemic and other PHEs [112]. Major challenges include:

– Changes in research focus;
– Changes introduced as research outcomes become available;
– Respect for all potential groups;
– Balancing individual and community rights;
– Unpredicted benefits of research data and outcomes (e.g., in future).

Table A1 in Appendix A summarises perspectives relating to informed consent and
trust-based consent relating to the three related activities: contact tracing, big data and issues
pertinent to research during a PHE as described above. Each of these scenarios needs to be
contextualised within different perspectives: the broader socio-political context, the wider
delivery ecosystem, and historical and community-benefit aspects, respectively. Traditional
informed consent for research would be problematic for different reasons in each case as
summarised. If run in connection with or as part of data protection informed consent,
any risk of research participants stopping their participation may result in withdrawal of
research data unless a different legal basis for processing can be found.

In all three cases, it is apparent that a simple exchange between researcher and research
participant is not possible. There are other contextual factors which must be taken into
account and which may well introduce additional stakeholders. There are also external
factors—contemporary context, a relevant underlying ecosystem setting expectations, and
a dynamic and historical perspective which may introduce both types of factors from
the other two scenarios—which would indicate at the very least that each contextualised
agreement must be re-validated, and that the consent cannot be assumed to remain stable
as external factors influence the underlying perceptions of the actors involved. Trust would
allow for such contextualisation and implies a continuous negotiation.

6. Discussion and Recommendations

The existing informed consent process clearly poses several problems, not least the
potential to confuse research participants about what they are agreeing to: use of an app,
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the processing of their personal data, undergoing treatment, or taking part in a research
study. This situation would be exacerbated where several such activities co-occur. Indeed,
it is not unusual for research studies to include collection of personal data as part of the
research protocol. However, there are more challenging issues. Where the researcher is
unable to describe exactly what should happen, what the outcomes might be, and how
data or participant engagement will be used, then it is impossible to provide sufficient
information for any consent to be fully informed. The literature in this area provides
some evidence too that research participants may well wish to engage without being
overwhelmed with detail they do not want or may not understand. There is an additional
complication where multiple stakeholders, not just the researcher, may be involved in
handling and interpreting research outcomes. Any such stakeholders should be involved
in or at least represented as part of the discussion with the research participant. All of this
suggests that there needs to be some willingness to accept risk: participants must trust
researchers and their intentions.

6.1. Recommendations for Research Ethics Review

Such a trust-based approach would, however, affect how RECs/IRBs review research
submissions. Most importantly, reviewers need to consider the main actors involved
in any research and their expectations. This suggests a number of main considerations
during review:

1. The research proposal should first describe in some detail the trustworthiness basis
for the research engagement. I have used characteristics from the literature—integrity,
benevolence, and competence—though others may be more appropriate such as
reputation and evidence of participant reactions in related work.

2. The context of the proposed research should be disclosed, including the identification
of the types of contextual effects which might be expected. These may include the
general socio-political environment, existing relationships that the research participant
might be expected to be aware of (such as clinician–patient), and any dynamic effects,
such as implications for other cohorts, including future cohorts. Any such contextual
factors should be explained, justified and appropriately managed by the researcher.

3. The proposed dialogue between researcher and research participant should be de-
scribed, how it will be conducted, what it will cover, and how frequently the dialogue
will be repeated. This may depend, for example, on when results start to become
available. The frequency and delivery channel of this dialogue should be simple for
the potential research participant. This must be justified, and the timescales realistic.
This part of the trust-based consent process might also include how the researcher
will manage research participant withdrawal.

The intention with such an approach would be to move away from the burdensome
governance described in the literature (see [47,48], for instance), instead focusing on what is
of practical importance to enter into a trust relationship and what might encourage a more
natural and familiar communicative exchange with participants. Traditional information
such as the assumed benefits of the research outcomes should be confined to the research
ethics approval submission; it may not be clear to a potential research participant how
relevant that may be for them to make a decision to engage. Review ultimately must
consider the Context (see Section 3 above) within which a participant develops a Willingness
to Engage.

The ethics review process thereby becomes an evaluation not only a consideration
of the typical cost–benefit to the research participant, but rather of how researcher and
research participant are likely to engage with one another to collaborate effectively on an
equal footing and sharing the risks of failure. The participant then becomes a genuine actor
within the research protocol rather than simply a subject of observation.
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6.2. Recommendations for the Ethical Use of Advanced Technologies

Official guidance tends to focus on data governance [13,15] or on the obligations of
technologists to provide robust, reliable and transparent operation [16,17]. However, I have
emphasised in the previous discussion that it is essential to consider the entire ecosystem
where advanced, AI-enabled technologies are deployed. These technologies are an integral
part of a broader socio-technical system.

The data scientist providing the technology to a service provider and the service
provider themselves must take into account a number of factors:

1. Understand who the main actors are. Each domain (healthcare, eCommerce, social
media, and so forth) will often be regulated with specific obligations. More impor-
tantly though, I maintain, would be the interaction between end user and provider,
and the reliance of the provider on the data scientist or technologist. These actors
would all influence the trust context. So how they contribute needs to be understood.

2. Understand what their expectations are. Once the main actors have been identified,
their individual expectations will influence how they view their own responsibilities
and how they believe the other actors will behave. This will contextualise what each
expects from the service or interaction, and from one another.

3. Reinforce competence, integrity and benevolence (from [84]). As the defining characteris-
tics of a trust relationship outlined above, each of the actors has a responsibility to
support that relationship, and to avoid actions which would affect trust. Inadvertent
or unavoidable problems can be dealt with ([88,89]). Further, occasional (though
infrequent [23]) re-affirmation of the relationship is advantageous. So, ongoing com-
munication between the main actors is important in maintaining trust (see also [12]).

Just as a trust-based approach is proposed as an alternative to the regulatory con-
straint of existing deontological consent processes, I suggest that the main actors share
a responsibility to invest in a relationship. In ethical terms, this is more consistent with
Floridi’s concept of entropy [113]: each actor engages with the high-level interaction (e.g.,
contact tracing) in support of common beliefs. Rather than trying to balance individual
rights and the common good, this assumes engagement by the main actors willing to
expose themselves to vulnerability (because outcomes are not necessarily predictable at
the outset) and therefore invest jointly towards the success of the engagement.

7. Future Research Directions

Based on existing research across multiple domains, I have presented here a trust-
based approach to consent. This assumes an ongoing dialogue between trustor (data subject,
service user, research participant, patient) and trustee (data controller, service provider,
researcher, clinician). To a large extent, this echoes what Rohlfing and her colleagues
describe as a co-constructed negotiation around explainability in AI between explainer
and explainee [12]. However, my trust-based approach derives from social psychological
terms and therefore accepts vulnerability. None of the stakeholders are assumed to be
infallible. Any risk to the engagement is shared across them all. This would now benefit
from empirical validation.

Firstly, and following some of the initial work by Wiles and her colleagues [47],
trustors of different and representative categories could provide at least two different types
of responses: their attitudes and perceptions of current consent processes, backed up with
ethnographic observation of how they engage with those processes currently. Secondly,
expanding on proposals by Richards and Hartzog [23] as applied not only in the US but also
in other jurisdictions, engaging with service providers, researchers and clinicians asked to
provide their perspective on how they currently use the consent process and what a trust-
based negotiation would mean to them in offering the services or engaging with trustors
as described here. Third, it is important to compare the co-construction of explainability
for AI technologies (which assumes understanding is enough for acceptability) and the
negotiation of shared risk implied by a trust-based approach to consent. If understanding
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the technology alone proves insufficient, then informed consent to formalise the voluntary
agreement to engage is not enough either.

Synthesising these findings would provide concrete proposals for policy makers, as
well as a basis to critically evaluate existing guidance on data sharing and the development
and deployment of advanced technologies.

8. Conclusions

In this paper, I have suggested a different approach to negotiating ongoing consent
(including terms of use) from the traditional process of informed consent or unwitting
acceptance of terms of use, based on the definition of trust from the social psychology
literature pertaining to person-to-person interactions. This was motivated by four sets of
observations: firstly, that informed consent has different implications in different situations
such as data protection, clinical trials or interventions, or research, and known issues with
terms of use for online services. Secondly, the research literature highlights multiple cases
where the assumptions relating to informed consent do not hold, and terms of use are
typically imposed rather than informed and freely given. Thirdly, there may be contexts
which are more complex than a simple exchange between two actors: researcher and
research participant, or service user and service provider. Finally, even explainability
for AI technologies may rely on a co-constructed understanding of outputs between the
main stakeholders. Reviewing common activities during the COVID-19 pandemic, but
also relevant to any Public Health Emergency, I have stressed that the broader socio-
political context, the socio-technical environment within which big data analytics are
implemented, and the historical relevance of PHE research complicates a straight-forward
informed consent process. Further, researchers may simply not be in a position to predict
or guarantee expected research outcomes making fully informed consent problematic. I
suggest that this might better be served by a trust-based approach. Trust, in traditional
definitions in the behavioural sciences, is based on an acceptance of vulnerability to
unknown outcomes, a shared responsibility for those outcomes. In consequence, a more
dynamic trust-based negotiation in response to situational changes over time is called for.
This, I suggest, could be handled with a much more communication-focused approach,
with implications for research ethics review, as well as AI-enhanced services. Moving
forward, there needs to be discussion with relevant stakeholders, especially potential
research participants and researchers themselves, to understand their expectations and
thereby validate the arguments presented here exploring how a trust-based consent process
might meet their requirements. Finally, although I have contextualised the discussion
here against the background of the coronavirus pandemic, other test scenarios need to be
explored to evaluate whether the same factors apply.
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Appendix A

Table A1. Summary of Issues across Domains.

Domain Challenges Informed Consent Trust-Based Consent

Contact
Tracing

The socio-political context within which
the app is used or research is carried out.
Media reporting, including fake news, can
influence public confidence

One-off consent on research engagement or upon app
download may not be sufficient as context changes.
Retention may be challenging depending on
trustworthiness perceptions of public authorities and
responses to media reports leading to app/research study
abandonment (i.e., the impact and relevance of context
which may have nothing to do with the actual
app/research)

Researchers (app developers) may need to demonstrate integrity and
benevolence on an ongoing basis, and specifically when needed in
response to any public concerns around data protection, and to any
misuse or unforeseen additional use of data. Researchers must
therefore communicate their own trustworthiness and position
themselves appropriately within a wider socio-political context for
which they may feel they have no responsibility. It is their
responsibility, however, to maintain the relationship with relevant
stakeholders, i.e., to develop and maintain trust.

Big Data
Analytics

The potential disruption to an existing
ecosystem—e.g., the actors who are
important for delivery of service, such as
patient and clinician for healthcare, or
research participant and researcher for
Internet-based research. Technology may
therefore be disruptive to any such
existing relationship. Further, unless the
main actors are identified, it would be
difficult to engage with traditional
approaches to consent.

Researcher (data scientist) may not be able to disclose all
information necessary to make a fully informed decision,
not least because they may only be able to describe
expected outcomes (and how data will be used) in general
terms. The implications of supervised and unsupervised
learning may not be understood. Not all beneficiaries can
engage with an informed consent process (e.g., clinicians
would not be asked to consent formally to data analytics
carried out on their behalf; for Internet-based research, it
may be impractical or ill-advised for researchers to contact
potential research participants).

Data scientists need to engage in the first instance with domain
experts in other fields who will use their results (e.g., clinicians in
healthcare; web scientists etc. for Internet-based modelling; etc.) to
understand each other’s expectations and any limitations. For a
clinician or other researcher dependent on the data scientist, this will
affect the perception of their own competence. This will also form
part of trust-based engagement with a potential research participant.
Ongoing communication between participants, data scientists and
the other relevant domain experts should continue to maintain
perceptions of benevolence and integrity.

Public Health
Emergency

The difficulty in identifying the scope of
research (in terms of what is required and
who will benefit now, and especially in the
future) and therefore identify the main
stakeholders, not just participants
providing (clinical) data directly

The COVID-19 pandemic has demonstrated that research
understanding changed significantly over time: the
research community, including clinicians, had to adapt.
Policy decisions struggled to keep pace with the results.
Informed consent would need constant review and may be
undermined if research outcomes/policy decisions are not
consistent. In the latter case, this may result in withdrawal
of research participants. Further, research from previous
pandemics was not available to inform current
research activities

A PHE highlights the need to balance individual rights and the
imperatives for the community (the common good). As well as the
effects of fake news, changes in policy based on research outcomes
may lead to concern about competence: do the researchers know what
they are doing? However, there needs to be an understanding of
how the research is being conducted and why things do change. So,
there will also be a need for ongoing communication around
integrity and benevolence. This may advantageously extend existing
public engagement practices, but would also need to consider future
generations and who might represent their interests. There is a clear
need for an ongoing dialogue including participants where possible,
but also other groups with a vested interest in the research data and
any associated outcomes, including those who may have nothing to
do with the original data collection or circumstances.

196



Future Internet 2021, 13, 132

References
1. Walker, P.; Lovat, T. You Say Morals, I Say Ethics—What’s the Difference? In The Conversation; IMDb: Seattle, WA, USA, 2014.
2. Adadi, A.; Berrada, M. Peeking Inside the Black-Box: A Survey on Explainable Artificial Intelligence (XAI). IEEE Access 2018,

6, 52138–52160. [CrossRef]
3. European Commission. Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016, 2016; European

Commission: Brussels, Belgium, 2016.
4. Samek, W.; Wiegand, T.; Müller, K.R. Explainable Artificial Intelligence: Understanding, Visualizing and Interpreting Deep

Learning Models. arXiv 2017, arXiv:1708.08296.
5. Arrieta, A.B.; Díaz-Rodríguez, N.; Del Ser, J.; Bennetot, A.; Tabik, S.; Barbado, A.; Garcia, S.; Gil-Lopez, S.; Molina, D.; Benjamins,

R.; et al. Explainable Artificial Intelligence (XAI): Concepts, taxonomies, opportunities and challenges toward responsible AI. Inf.

Fusion 2020, 58, 82–115. [CrossRef]
6. Gunning, D.; Aha, D.W. DAPRA’s Explainable Artificial Intelligence Program. AI Mag. 2019, 40, 44–58.
7. Weitz, K.; Schiller, D.; Schlagowski, R.; Huber, T.; André, E. “Do you trust me?”: Increasing User-Trust by Integrating Virtual

Agents in Explainable AI Interaction Design. In Proceedings of the IVA ’19: 19th ACM International Conference on Intelligent
Virtual Agents, Paris, France, 2–5 July 2019; ACM: New York, NY, USA, 2019; pp. 7–9. [CrossRef]

8. Taylor, S.; Pickering, B.; Boniface, M.; Anderson, M.; Danks, D.; Følstad, A.; Leese, M.; Müller, V.; Sorell, T.; Winfield, A.; et al.
Responsible AI—Key Themes, Concerns & Recommendations For European Research and Innovation; HUB4NGI Consortium: Zürich,
Switzerland, 2018. [CrossRef]
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Abstract: Using remote sensing technologies to ensure environmental protection responds to the
need of protection of a right and a public good and interest. However, the increasing introduction of
these technologies has raised new challenges, such as their interference with the rights of privacy and
personal data, which are also protected fundamental rights. In this paper the importance of remote
sensing technologies as tools for environmental monitoring and environmental law enforcement is
analyzed, while legal issues regarding privacy and data protection from their use for environmental
purposes are presented. Existing legislation for reconciling emerging conflicts is also examined and
major European Court of Human Rights (ECtHR) and Court of Justice of the European Union (CJEU)
case law on the issue is approached. Finally, recent developments in Greek legislation and their
application perspectives in environmental law are presented as a timely “case study”.

Keywords: Remote Sensing; personal data; privacy; drones; UAV; satellites; environmental monitor-
ing; environmental law

1. Introduction

The development of remote sensing technologies, has led to numerous applications
in several sectors. Remote sensing “provides tools for gathering data and solving real
world problems1”. Especially in the field of environmental monitoring, the development of
remote sensing technologies has been proven more than crucial, as it enables the collection
of a wealth of data for Earth’s current and future state, affecting directly the decision
making process as well as the environmental law enforcement sector (Mertikas et al.
2021). However, the transformation of collected data into useful information in the scope
of environmental law, raises new challenges, such as their interference with the rights of
privacy and personal data (Coffer 2020; Santos and Rapp 2019; Finn and Wright 2016;
Sandbrook 2015; Doldirina 2014; Purdy 2011). Although it has become common knowledge
that environmental problems have a global impact, calling thus for global action, nations
still have their own role in legislation and regulation. In this sense, embracing new
technologies such as remote sensing technologies in the case of Greece responds not only to
Article 37 of EU Charter of Fundamental Rights2 but also to the need of protection of a—in
Greece constitutionally anchored—right and a public good and interest for environmental
protection (Article 24 of the Greek Constitution). At the same time, key questions arise: is

1 Available online: http://gsp.humboldt.edu/OLM/Courses/GSP_216_Online/lesson8-2/future.html (accessed on 5 April 2021).
2 Article 37 of EU Charter of Fundamental Rights: “A high level of environmental protection and the improvement of the quality of the environment

must be integrated into the policies of the Union and ensured in accordance with the principle of sustainable development”.
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the protection of privacy and personal data a normative restriction thereof and vice versa?
How could a fair and balanced reconciliation of all rights be achieved? Does the law provide
the instruments for striking this balance? What is the role of the existing ECtHR and CJEU
case law for such an interpretation? Further, what is more: does national legislation play a
role for a successful regulation? The paper is structured in four parts, as follows: in the first
part, the importance of remote sensing technologies as tools for environmental monitoring
and environmental law enforcement is analyzed. In the second part, legal issues regarding
privacy and data protection from the use of remote sensing technologies for environmental
purposes are presented. In the third part, existing legislation for reconciling emerging
conflicts from the application of remote sensing technologies between the right for a high
level of environmental protection and the rights for privacy and personal data protection
is examined. In addition, major ECtHR and CJEU case law on the issue is approached
focusing on the application of the principle of proportionality. In the fourth part, recent
developments in Greek legislation and their application perspectives in environmental
law are presented as a timely “case study”. Greece, one of the oldest members of EU,
with 80% of its surface belonging to mountainous areas and with thousands of islands,
faces difficulties in the collection of data for its territory. As a result, the use of remote
sensing technologies in Greece seems inevitable and therefore this country may become an
excellent example for studying emerging challenges from the application of remote sensing
technologies in the environmental sector.

2. Remote Sensing Technologies as Tools for Environmental Monitoring and
Environmental Law Enforcement
2.1. Definitions-Brief Description of Current and Future Capacities

“Remote sensing may be broadly defined as the collection of information about an
object without being in physical contact with the object. Aircraft and satellites are the
common platforms from which remote sensing observations are made. The term remote
sensing is restricted to methods that employ electromagnetic energy as the means of
detecting and measuring target characteristics” (Sabins 1978). Remote sensing systems are
based on signals and images acquired by sensors installed on artificial satellites or aircraft
and are used for vast geographical phenomena (di Vimercati et al. 2013). The advancement
of satellite technologies and unmanned aerial vehicles has been remarkable last decades.
The technological development of satellite technologies on one hand has led to on-demand
satellite constellations, which deliver high resolution data (0.75 m) with a daily revisit
interval anywhere around the globe. In addition to the high resolution, they can acquire a
sequence of images with a small time interval (video persistent mode) due to their unique
rapid sensor depointing agility (Almar et al. 2019). Furthermore, as more countries gain
their own Earth observation capability, commercialization is a common theme (Harris
and Baumann 2021). On the other hand, unmanned aerial vehicles or “drones”, although
initially used almost exclusively for military applications, it is now to mention their rapid
development for civil applications, and it has even been said that “we are entering the drone
age” (Anderson 2012). The surveillance capabilities of drones are rapidly advancing and
cheap storage is now available3. The capabilities of drones depend on what they are able
to carry. Due to the growing commercialization of drones, commercial UAV manufacturers
will increasingly improve their products following the needs of their clients. Additionally,
a service sector will evolve to offer UAV services such as leased systems, on-demand
flights, or consultation for choosing appropriate platforms or analyzing UAV-generated
data (Watts et al. 2012).

To sum up, the future of remote sensing technologies can be described into three
words: development, privatization, commercialization.

3 Drones and Environmental Monitoring. 2017. Environmental Law Institute, Washington, DC, USA.
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2.2. Applications of Remote Sensing Technologies in Environmental Monitoring and
Environmental Law Enforcement

Remote sensing is used in numerous fields for environmental purposes. Remote
sensing has provided the means for detecting and quantifying the rates of pollution, as
well as for mapping and monitoring sources of pollution and the degree of remediation for
their management. It has the means to respond and facilitate environmental management,
and makes sound and evidence-based decisions in relation to Earth’s resources at a global
scale and across different continents, nations, and domains (Mertikas et al. 2021). Such
a collection of environmental monitoring data through remote sensing technologies is
undoubtedly essential for the effective decision making of environmental authorities.

Simultaneously, the most important applications of remote sensing technologies in
environmental law enforcement consist of their use from public authorities for their work
(duty) known as “environmental compliance assurance”. Environmental compliance
assurance describes all the ways in which public authorities promote, monitor and enforce
compliance with environmental law. Through the Copernicus program and the relevant EU
action plan, the EU Commission promotes the use of satellite images and other geospatial
data resources to detect illegal disposal of waste, illegal land use and other breaches4. Earth
observation technology may also contribute to implementing and ensuring compliance
with multilateral environmental agreements (Kuriyama 2005) and they have been actually
used to monitor the implementation of environmental agreements such as the World
Heritage Convention, the Convention of Biological Diversity, the Ramsar Convention, the
UN Convention to Combat Desertification, and the UN Framework Convention on Climate
Change. In some countries, such as the Netherlands, earth observation technology is also
used in the preparation of ‘environmental impact reports’ to obtain permits for new water
projects, in order to verify their compliance with the legal framework5. Another significant
application of remote sensing technologies in environmental law enforcement refers to
collecting reliable information that can provide solid evidence to combat environmental
crime (Patias et al. 2020). However, remote sensing technologies as means of proof are
subject to certain limitations and are therefore preferably used as complementary means
of proof. In particular, data collected by remote sensing technologies are of digital nature
which means that they are subject to alterations and thus need to be verified6. In addition,
strict control of the whole process of data collection and interpretation is essential, from
the moment the data is obtained, in order to avoid wrong evidence (Laituri 2018).

3. Privacy and Data Protection: Legal Issues from the Use of Remote Sensing
Technologies for Environmental Monitoring and Environmental Law Enforcement

Technology has always been a threat to the right to privacy, in other words, to “the
right to be le(f)t alone” (Warren and Brandeis 1890). In spite of several attempts that have
been made to define privacy, no universal definition of privacy could be created. Although
the claim for privacy is universal, its concrete form differs according to the prevailing
societal characteristics, the economic and cultural environment (Lucács 2016). There are—
among others—the following forms of privacy: information privacy and location privacy.
Informational privacy indicates much more as informational seclusion, a refugium for the
individual. Informational privacy rests on the premise that information about ourselves is
something over which individuals may exercise autonomy. Location privacy refers to the
right of individuals to move in their “home” and other public or semi-public places without
being identified, tracked or monitored (Mitrou 2009). In this sense, the use of remote sensing
technologies in the current era may interfere with the rights to informational and location
privacy. Observation of private spaces with remote sensing technologies or the location of a
person (even without collection of data) or even the correlation of collected data with other

4 Available online: https://ec.europa.eu/environment/legal/compliance_en.htm (accessed on 5 April 2021).
5 ESA Workshop Evidence from Space, Document ESA-ISPL/EO 47, 5 October 2010, Available on line: https://www.space-institute.org/wp-content/

uploads/2010/10/Workshop-Information-Package-Final.pdf (accessed on 5 April 2021).
6 Ibid.

203



Laws 2021, 10, 33

data may reveal information about individuals’ (private) life. Especially when using drones
also the so called “bodily privacy” could be affected. As “bodily privacy” we understand
also the right to keep bodily functions and body characteristics private (Mitrou 2009).
Indicatively, regarding the use of remote sensing technologies for monitoring compliance
with environmental legislation on vegetation clearance, in a survey of UK and Australian
farmers about their attitudes to being monitored using satellite imagery, most farmers were
happy to be monitored this way in principle, however, 58% of Australian respondents
and 75% of UK respondents agreed that satellite monitoring was “an invasion of their
privacy” (Purdy 2011). Similarly, even if people are aware that certain drones are used for
conservation purposes, for example for combatting illegal hunting in South Africa, they
may nonetheless feel aggrieved (Sandbrook 2015). The use of remote sensing technologies
may interfere also with the right to data protection. Privacy and data protection are closely
linked but they are not identical. Data protection serves the protection of private life but the
relevant rules apply also to personally identified information, which does not fall under the
scope of “private life” even in its broad interpretation. Data protection rules are applicable,
whenever personal data are processed (Mitrou 2009). The right to data protection will
only protect individuals when remote sensing technologies process personal data (which
includes collection of personal data). The collection of images, videos, sounds, and the
geo-localization data related to an identified or identifiable natural person (according to
the definition of Article 4 (1) of General Data Protection Regulation—GDPR) that has been
collected by remote sensing technologies and may also be processed by using suitable
methods is subject to data protection legislation. According to CJEU case law, personal data
are those that “allow very precise conclusions to be drawn concerning the private lives of
the persons whose data has been retained, such as the habits of everyday life, permanent
or temporary places of residence, daily or other movements, the activities carried out, the
social relationships of those persons and the social environments frequented by them”7.

In this sense, very high resolution (VHR) satellite imagery creates considerable chal-
lenges for personal data protection, since contextualizing satellite imagery in reference to
geographical locations, such as neighborhoods or even houses, can transform an individual
in an image from arbitrary to distinguishable (Coffer 2020). Additionally, interactive maps
that integrate various types of data, including satellite Earth observation data, into GIS,
as well as zooming function available when browsing GIS, may make available personal
information linked to a specific geographic location or even an individual (Doldirina
2014). In addition, the application of facial recognition technology or big data analytical
software in data collected by remote sensing technologies puts in danger the protection
of personal data when it constitutes process of personal data. With regard to drones the
threats are more direct, since they can easily observe persons and private spaces and collect
personal data, such as persons’ locations, relationships etc. Further, what is more: if data
subjects are not informed about the use of remote sensing technologies for monitoring
purposes their right to informational self-determination and to autonomous and informed
decision making is affected. Furthermore, if they are not adequately informed about the
data processing equipment, about the purposes of data collection and the identity of who
is collecting data as well as the agency’s or company’s location, that would result in an
increased feeling of being under surveillance and a subsequent possible decrease in the
legitimate exercise of civil liberties and rights, best known as “chilling effect”8.

For this reason, personal data protection law is applicable, so that personal data
procession may be only under strict requirements allowed (see below under Section 4.2).
Before applying personal data protection law, it must be first checked whether personal
data concerns are raised by the use of remote sensing technologies in each particular case.

7 C-293/12 and C-594/12 Digital Rights Ireland para 27, C-203/15 and C 698/15 Tele 2 para 99 and C-207/16 Ministerio Fiscal para 60.
8 On the chilling and panopticon effect syndrome arising from a large-scale use of drones, see Rachel L. Finn, David Wright and Anna Donovan

(Trilateral Research & Consulting, LLP), Laura Jacques and Paul De Hert (Vrije Universiteit Brussel), 2014, Privacy, data protection and ethical risks
in civil RPAS operations, 7 November 2014, Available online: http://ec.europa.eu\T1\textgreater{}translations\T1\textgreater{}renditions\T1
\textgreater{}pdf (accessed on 5 April 2021).
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For example, regarding the use of remote sensing technologies for the detection of planning
breaches, it is remarkable that the Belgium Privacy Commission in its Opinion no. 26/2006
stated that: “The Privacy Commission considered that the satellite images, insofar as
they concerned property of natural persons, constituted information about identified or
identifiable natural persons which qualified as personal data for the purposes of privacy
law, and that the processing of that information by the planning authorities had to be
treated as processing of personal data within the meaning of privacy law” (Billiet 2012).

4. Setting the Limits between Conflicting Rights

It is clear so far, that the importance of remote sensing technologies as tools for
environmental monitoring and environmental law enforcement is undoubtable, however,
the same time their use may cause considerable threats to the rights for privacy and
personal data protection. In the following section, it is examined how a fair and balanced
reconciliation of all rights could be achieved before technology significantly outpaces
legislation9.

4.1. Specific Legislation on Remote Sensing Technologies

Satellite remote sensing is subject to international space law. The Outer Space Treaty
and the four follow-on treaties consist the most important documents for international
space law. They have not been recently modified. There is to observe a lack of relevant and
precise guidance in the Outer Space Treaty on issues of privacy related to VHR satellite
data. Further, in the four follow-on treaties on space no specific provision is included, as
no consideration has been given to privacy aspects and the respective protection. This is
due to the fact that at the time these major space treaties were drafted no consideration was
given to privacy protection (Dunk 2013). Only the Convention on International Liability
for Damage Caused by Space Objects rules in Article II that “A launching State shall be
absolutely liable to pay compensation for damage caused by its space object on the surface
of the earth or to aircraft in flight10”. Taking into account that the term “damage” in Article
I (a) is defined as the “loss of life, personal injury or other impairment of health”, it can
be claimed that a violation of an individual’s privacy right can be potentially construed
as an impairment of health under this Convention. Such an interpretation is based on
the World Health Organization’s definition of health11, according to which health is “a
state of complete physical, mental and social well-being and not merely the absence of
disease or infirmity” (Santos and Rapp 2019). In this sense, targeted surveillance or even
the fear of constant surveillance by satellite remote sensing may disturb people’s mental
and social well-being and cause “damage” under the Convention on International Liability
for Damage Caused by Space Object. Finally, neither the Resolution 41/65 on the Principles
of Remote Sensing of the Earth from Outer Space focuses at all on privacy matters.

International law regarding unmanned aircraft systems clearly states a need for har-
monization comparable to that of manned operations, even though drones are subject to
national civil aviation law of the member States12. However, in such international contexts
there is again no clear reference to privacy and personal data matters.

Nevertheless, especially for drones, there is to mention a recent trend for detailed
regulation in European level. Regulation (EU) 2018/1139 clearly recognizes the threats for
privacy and personal data protection by the use of drones: “The rules regarding unmanned
aircraft should contribute to achieving compliance with relevant rights guaranteed under

9 According to the Collingridge dilemma ‘Regulators having to regulate emerging technologies face a double- bind problem: the effects of new
technology cannot be easily predicted until the technology is extensively deployed. Yet once deployed they become entrenched and are then difficult
to change’ (Collingridge 1980).

10 Convention on International Liability for Damage Caused by Space Objects (1972), Available online: https://www.unoosa.org/pdf/gares/ARES_26
_2777E.pdf (accessed on 5 May 2021).

11 Preamble to the Constitution of the World Health Organization, reprinted in Final Acts of the International Health Conference, U.N. Doc. E/155, at
11 (1946).

12 See: ICAO Cir 328, Unmanned Aircraft Systems (UAS), Available online: https://www.icao.int/meetings/uas/documents/circular%20328_en.pdf
(accessed on 5 April 2021).
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Union Law, and in particular the right to respect for private and family life, set out in
Article 7 of the Charter of Fundamental Rights of the European Union, and with the
right to protection of personal data, set out in Article 8 of that Charter and in Article 16
TFEU, and regulated by Regulation (EU) 2016/679 of the European Parliament and of
the Council13”. Generally, the Regulation (EU) 2018/1139 serves for the protection of
privacy in such use by setting what should be achieved. Recent Commission Delegated
Regulation (EU) 2019/94514 which applies since 1 July 2020 has divided drones into classes
in terms of their technical characteristics (open, specific and certified category) and lays
down the requirements for the remote identification of drones, which is very important
in helping to determine the operator of the drone, serving thus for more effective privacy
protection in the use of drones (Puraite and Silinske 2020). However, for classes C0
and C4, which are technically simpler and therefore more accessible to the majority of
people, no requirement of a direct remote identification equipment is included. In addition,
Commission Implementing Regulation (EU) 2019/947 of 24 May 201915 on the rules and
procedures for the operation of unmanned aircraft, being in effect and applying since 1 July
2020, includes requirements for the implementation of three foundations of the U-space
system, namely registration, geo-awareness and remote identification, which will need
to be further completed. According to the Preamble of this Regulation par. 14 and 16:
“Operators of unmanned aircraft should be registered where they operate an unmanned
aircraft which, in case of impact, can transfer, to a human, a kinetic energy above 80 Joules
or the operation of which presents risks to privacy, protection of personal data, security or
the environment” . . . “Considering the risks to privacy and protection of personal data,
operators of unmanned aircraft should be registered if they operate an unmanned aircraft
which is equipped with a sensor able to capture personal data”. This is a clear safeguard
clause but it is still questionable how alone the registration of operators would be effective
for privacy issues if for classes C0 and C4, there is no requirement of a direct remote
identification equipment. In addition, Article 11 of the Regulation 2019/947 states the rules
for conducting an operational risk assessment while Article 18 (h) and (i) of the Regulation
imposes the development of a risk based oversight system and an audit planning for certain
drone operators, but it seems difficult to perceive how Article 35 GDPR16 vis a vis Article 11
and 18 of the Regulation 2019/947 could complement each other (Pagallo and Bassi 2020).
To sum up, the new legislation at EU level, namely Regulations 2019/945 and 2019/947,
establish registration and remote identification requirements in the use of drones, making
thus a huge contribution to the effectiveness of privacy and personal data protection, but
with exceptions that could possibly undermine this goal, while there are still some unclear
points of the risk assessment mechanism set.

4.2. Parallel Application of International and European Union Law on the Protection of Privacy
and Personal Data

Apart from the above mentioned specific legislation on remote sensing technologies,
it is important to assess the parallel application of International and European Union Law
on the protection of privacy and personal data when using remote sensing technologies.

Protection of privacy on international level is ruled by Article 8 of the European
Convention on Human Rights (ECHR): “Everyone has the right to respect for his private
and family life, his home and his correspondence”. According to Paragraph 2 of the Article
8 ECHR “There shall be no interference by a public authority with the exercise of this right

13 Regulation (EU) 2018/1139 of the European Parliament and of the Council of 4 July 2018 on common rules in the field of civil aviation and
establishing a European Union Aviation Safety Agency, and amending Regulations (EC) No. 2111/2005, (EC) No. 1008/2008, (EU) No. 996/2010,
(EU) No. 376/2014 and Directives 2014/30/EU and 2014/53/EU of the European Parliament and of the Council, and repealing Regulations (EC) No.
552/2004 and (EC) No. 216/2008 of the European Parliament and of the Council and Council Regulation (EEC) No. 3922/91 Preamble para 28.

14 Commission Delegated Regulation (EU) 2019/945 of 12 March 2019 on unmanned aircraft systems and on third-country operators of unmanned
aircraft systems.

15 Commission Implementing Regulation (EU) 2019/947 of 24 May 2019 on the rules and procedures for the operation of unmanned aircraft.
16 In Article 35 GDPR data protection impact assessment is ruled in 11 paragraphs. In particular, it is ruled when and how a data protection impact

assessment is conducted in Member States.
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except such as is in accordance with the law and is necessary in a democratic society in
the interests of national security, public safety or the economic wellbeing of the country,
for the prevention of disorder or crime, for the protection of health or morals, or for the
protection of the rights and freedoms of others”. Therefore, the right to private life is not
guaranteed in ECHR as an absolute right but it must be balanced against and reconciled
with other legitimate interests, either private or public, while any interference with the
right to privacy has to comply with the so—called “democracy test” (Mitrou 2009).

On European Union level, Article 16 of the Treaty on the Functioning of the European
Union (TFEU) in accordance with Article 8 of the Charter of Fundamental Rights of the
European Union, they rule together the protection of personal data. Article 7 of the Charter
of Fundamental Rights of the European Union declares respect for private and family
life. Furthermore, according to Article 52 (1) of the Charter of Fundamental Rights of
the European Union, the principle of proportionality is introduced as a tool for balancing
fundamental rights. According to the last Article, limitations on the exercise of the rights
and freedoms recognized by the Charter must be necessary and appropriate.

In this sense, a limitation may be necessary if there is a need to adopt measures for
the public interest objective pursued. If a limitation is proven to be strictly necessary,
there must be also be assessed whether it is proportionate. Proportionality means that
the advantages resulting from the limitation should outweigh the disadvantages the latter
causes on the exercise of the fundamental rights at stake. To reduce disadvantages and
risks to the enjoyment of the rights to privacy and data protection, it is important that
limitations contain appropriate safeguards17.

Furthermore, Union Law contains since very early specialized legislation on the
protection of personal data. The current basic legislative acts for the protection of personal
data in the EU is GDPR18 on one hand, and Police and Criminal Justice Authorities
Directive19 on the other hand.

GDPR’ s territorial scope according to Article 3 par. 2 b covers the processing of
data (which includes collection) both from satellites and drones, as long as they collect
or process data of EU residents, even if they collect or process such data from satellites
under the jurisdiction and control of a non-EU country provided that processing activities
are related to the monitoring of the behavior of EU residents as far as their behavior takes
place within the Union. Police and Criminal Justice Authorities Directive applies to the
processing of personal data by competent authorities of member states for the purposes of
the prevention, investigation, detection or prosecution of criminal offences or the execution
of criminal penalties, including the safeguarding against and the prevention of threats to
public security. It also covers collected data both from satellites and drones, as long they
are processed by competent authorities of member states.

Following the above mentioned legislation, and especially Article 52 (1) of the Charter
and Article 8 (2) ECHR any limitation to the exercise of rights and freedoms recognized by
the Charter must be provided for by law (“in accordance with the law”), made only if it is
necessary and genuinely meets objective of general interest recognized by the Union or the
need to protect the rights and freedoms of others (“in pursuit of one of the legitimate aims
set out in Article 8 (2) of the ECHR and necessary in a democratic society”)20.

As a result, the police and other environmental authorities when using remote sensing
technologies should first assure themselves that they have a valid legal basis for processing
personal data. This also stems directly from Article 8 of Police and Criminal Justice

17 Handbook on European data protection law. 2018. Available online: https://fra.europa.eu/en/publication/2018/handbook-european-data-
protection-law-2018-edition (accessed on 5 April 2021).

18 Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the protection of natural persons with regard to the
processing of personal data and on the free movement of such data, and repealing Directive 95/46/EC.

19 Directive (EU) 2016/680 of the European Parliament and of the Council of 27 April 2016 on the protection of natural persons with regard to the
processing of personal data by competent authorities for the purposes of the prevention, investigation, detection or prosecution of criminal offences
or the execution of criminal penalties, and on the free movement of such data, and repealing Council Framework Decision 2008/977/JHA.

20 See also: Opinion 01/2015 on Privacy and Data Protection Issues relating to the Utilization of Drones. Available on line: https://ec.europa.eu/
newsroom/article29/item-detail.cfm?item_id=640602 (accessed on 5 April 2021).
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Authorities Directive as well as from Article 6 of GDPR. In this point, it is important to
underline that Police and Criminal Justice Authorities Directive and GDPR supplement
each other as they operate in different sectors but cooperate in the areas where they
overlap (Pajunoja 2017). CJEU case law also identifies this relation between Police and
Criminal Justice Authorities Directive and GDPR21. Therefore, police and the Criminal
Justice Authorities Directive are applied when limitations to rights are imposed by the State
for personal data collected directly by competent authorities only in order to serve their
work (duty) for the prevention, investigation, detection or prosecution of environmental
criminal offences. In cases when data are collected by third parties (private entities etc.) for
other reasons but it happens them to be necessary also for the purposes of the prevention,
investigation, detection or prosecution of environmental criminal offences, Article 23d of
GDPR is applicable. Finally, Article 6e of GDPR is applicable, when administrative official
authorities, such as forest services, environmental departments, environmental inspectors
etc., that are authorized to protect the environment and impose administrative sanctions
for law infringements, may according to a certain legal basis process personal data, for
example inspect protected areas with drones.

Police and other environmental authorities when using remote sensing technologies
should afterwards follow all principles stemming from Article 4 of Police and Criminal
Justice Authorities Directive either from Article 5 of GDPR, namely their actions should
comply with the principles of lawfulness, fairness and transparency, purpose limitation,
data minimization, accuracy, storage limitation, integrity and confidentiality (security), and
accountability. This means that data subjects must be aware of the collection and processing
of their personal data and therefore data controllers have the obligation to inform them
according to the relevant Articles of Police and Criminal Justice Authorities Directive or
of GDPR. Especially for drones, signposts or information sheets for an event could be
easily used for drone operations in fixed locations, also social media, public display areas,
flashing lights, buzzers and bright colors could be envisaged. Drone operators could
also publish information on their website or on dedicated platforms in order to inform
constantly about the different operations that take place22. In addition, remote sensing
technologies shall be used from police and other environmental authorities when the
necessity and appropriateness for the specific purposes is justified. A strict assessment of
the necessity and proportionality of the processed data should take place.

Furthermore, data controllers and processors, where applicable, must implement
the appropriate technical and organizational measures to protect personal data from
accidental or unlawful destruction according to the security principle (Article 29 of Police
and Criminal Justice Authorities Directive or Article 32 of GDPR). Finally, it seems that a
data protection impact assessment of Article 35 of GDPR is necessary (only when GDPR is
applicable because such an impact assessment is not included in Police and Criminal Justice
Authorities Directive), since remote sensing technologies, especially the use of drones, in
the environmental law enforcement sector are likely to result in a high risk to the rights and
freedoms of natural persons as stated above. Simultaneously, decisions that produce legal
effects concerning the natural person, such as imposition of environmental administrative
fines, can be based on processed remote sensing data, making a data protection impact
assessment in these cases absolutely essential.

4.3. Relevant ECtHR and CJEU Case Law on Lawful Limitations of Privacy and Personal Data
Protection

Under this rather complicated legislative background, finding relevant case law,
seems to be more than vital for a successful interpretation of lawful limitations of privacy

21 C- 623/17 Privacy International, para 47–48.
22 WP29 apart from these also acknowledges the need for the creation of a national or cross-national information resource to enable individuals to

identify the missions and operators associated with individual drones (Working Group on Data Protection in Telecommunication, Working Paper
on Privacy and Aerial Surveillance, 54th meeting, Berlin, September 2013. Available online: https://www.datenschutz-berlin.de/infothek-und-
service/veroeffentlichungen/working-paper/ (accessed on 5 April 2021).
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and personal data protection when using remote sensing technologies for environmental
purposes. In this sense, relevant ECtHR and CJEU case law is of high priority.

A first observation is that the structure and wording of ECHR is different than that of
the Charter. The Charter as already mentioned above does not use the notion of interfer-
ences with guaranteed rights, but contains a provision on limitation(s) on the exercise of
the rights and freedoms recognized by the Charter. However, despite different wording, in
their case law, the CJEU and the ECtHR often refer to each other’s judgments, as part of
the constant dialogue between the two courts to seek a harmonious interpretation of data
protection rules23.

According to the jurisprudence of ECtHR, interference is in accordance with the law
if it is based on a provision of domestic law, which must be “accessible to the persons
concerned and foreseeable as to its effects”. Since very early the ECtHR had judged that
the “notion of necessity implies that the interference corresponds to a pressing social need
and, in particular, that it is proportionate to the legitimate aim pursued24. In its following
jurisprudence the ECtHR considers further an interference “necessary in a democratic
society” for a legitimate aim if it answers a “pressing social need” and, in particular,
if it is proportionate to the legitimate aim pursued and if the reasons adduced by the
national authorities to justify it are "relevant and sufficient”25. More recently, the ECtHR
interpreted the requirement of “necessity in a democratic society”, as “including whether
it is proportionate to the legitimate aims pursued, by verifying, for example, whether it is
possible to achieve the aims by less restrictive means” while there is settled an obligation
for domestic law for providing “adequate and effective safeguards and guarantees against
abuse”26.

The jurisprudence of the CJEU also recognizes the same necessity for adequate and
effective safeguards and guarantees or in other words the “existence of clear and precise
rules” and “minimum safeguards” to protect personal data against the risk of abuse and
against any unlawful access and use of that data27. The CJEU also considers that only
the objective of fighting serious crime is capable of justifying restrictions in personal data
protection such as data retention measures or access to data protected by Articles 7 and 8 of
the Charter28. However, the definition of what may be considered to be ‘serious crime’ is
left to the discretion of the member states, since depending on the national legal system, the
same offence may be penalized more or less severely. Therefore, it is finally the correlation
between the seriousness of the interference and the objective pursued under certain criteria,
such as the categories of data concerned and the duration of the period in respect of which
access is sought, that is decisive for justifying a potential restriction29.

In this sense, the CJEU often30 refers directly to the principle of proportionality as the
appropriate tool for properly balancing the objective of general interest against the rights
at issue and underlines that exceptions that allow limitations on the protection of personal
data must remain exceptions and not be transformed to the rule. Of special importance is
C-73/16, Peter Puškár case, where the CJEU judged31 that the processing of personal data
by the authorities of a member state for the purpose of collecting tax and combating tax
fraud without the consent of the data subjects is legitimate, provided that, those authorities
were invested by the national legislation with tasks carried out in the public interest and

23 Handbook on European data protection law. 2018. Available online: https://fra.europa.eu/en/publication/2018/handbook-european-data-
protection-law-2018-edition (accessed on 5 April 2021).

24 ECHR Leander v Sweden No. 9248/81, 26 March 1987, para 50 and 58.
25 S. and Marper v the UK (GC), 30562/04 & 30566/04, 4 December 2008, para 101.
26 Roman Zakharov v. Russia (GC), 47143/06, 4 December 2015, Para 260, 236, Szabo and Vissy v. Hungary, 37138/14, 12 January 2016, para 57, P.N v.

Germany, 74440/17, 11 June 2020, para 74.
27 C-293/12 and C-594/12 Digital Rights Ireland para 54, C-203/15 and C 698/15 Tele 2 para 109.
28 C-203/15 and C 698/15 Tele 2 para 102, C-207/16 Ministerio Fiscal para 56 and 57.
29 C-746/18, H. K. v. Prokuratuur para 87–97.
30 C- 623/17 Privacy International, para 64, 67, Joined cases C-511/18 La Quadrature du Net and Others, C- 512/2018 French Data Network and Others and

C- 520/2018 Ordre des barreaux francophones et germanophone and Others.
31 C-73/16, Peter Puškár para 112–117.
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the principle of proportionality is respected. According to the decision such processing
is proportionate only if there are sufficient grounds to suspect the person concerned for
the alleged crimes. The court stated in this decision that the protection of the fundamental
right to respect for private life at the European Union level requires that derogations from
the protection of personal data and its limitations should be carried out within the limits of
what is strictly necessary. In order to prove that such limitations are carried out within the
limits of what is strictly necessary the CJEU requires from the national court to ascertain
that there is no other less restrictive means in order to achieve the authority’s objectives.

To sum up, it stems from all previous mentioned decisions of ECtHR and CJEU that
limitations of privacy and personal data protection are lawful as long as they are propor-
tionate to the legitimate aims pursued and they are imposed with sufficient safeguards
against abuse or in other words as long as they are proportionate in so far as they apply
only as it is strictly necessary under clear and precise rules with sufficient guarantees of
the effective protection of privacy and personal data against the risk of misuse. Finally, it is
obvious that although the objective of fighting serious crimes clearly justifies restrictions of
privacy or personal data in areas of prevention, investigation, detection and prosecution of
criminal offences, the condition of proportionality and strong safeguards to guarantee the
rights are to be the same time fulfilled.

In regards with remote sensing technologies, although no ad hoc case law concerning
the balance between the right for a high level of Environmental Protection and the rights
for privacy and personal data exists, the use of the previously mentioned ECtHR and
CJEU case law by analogy seems more than appropriate. Consequently, remote sensing
technologies can be used for environmental purposes, especially for combatting serious
environmental crime, however with sufficient guarantees for the effective protection of
privacy and personal data, provided that no other less restrictive means exist.

In the following section, recent developments and first “concrete” steps in Greek legis-
lation regarding the reconciliation of remote sensing technologies with personal data and
privacy protection are presented, as well as their application perspectives in environmental
law, in an attempt of a primary approach. However, it must be underlined even from this
early point, that the new Greek regulatory framework is limited to certain crimes, covering
thus only a small part of environmental crime, that is below analyzed. Police and Criminal
Justice Authorities Directive (and its harmonization national law) as well as GDPR still
regulate the majority of emerging legal issues from the use of remote sensing technologies
for environmental monitoring and environmental law enforcement in Greece. Nonetheless,
despite the limited scope of the new legislation, its value remains of great importance since
it opens the path and the dialogue for a consistent regulatory framework of remote sensing
technologies in national level.

5. The Case of Greece
5.1. The Special Features of Greece

Greece can be considered as a most interesting case for applying remote sensing
technologies for environmental purposes. This is not only due to the natural features of
Greece but also due to rules of constitutional protection of the environment, of privacy
and personal data constitutional protection as well as due to the recent introduction of a
specific regulatory framework for the use of remote sensing technologies in public places.

5.1.1. Natural Features and Remote Sensing Technologies

When it comes to the use of remote sensing technologies, Greece seems to be an
“ideal” case study. This country is characterized by its unique relief, its alpine character,
the great length of its coastline, its large number of islands, and its remarkable biodiversity,
with habitats and species subject to a special protection status. Therefore, remote sensing
technologies have great potential when it comes to covering the needs that arise from the
purpose of environmental protection by replacing human physical presence, whenever
such presence is inadequate or impossible.
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The use of modern technological tools for the purpose of environmental protection
is different from the former know-how employed by the Greek administration, which
involved the “static” use of older technologies to address special technical issues (e.g.,
for purposes of public works32 or for forest mapping33), and from the more recent one
concerning the attainment of objectives of a wider range (National Cadastre34, forest maps-
Forest Register35) through modern technologies, which, however, are in these cases again
used in a technocratic and mechanistic manner.

The usability of the most modern technologies, such as satellite imagery and UAVs,
is nowadays examined in a ‘dynamic’ manner, i.e., for the purpose of systematically
recording and using data where and when required, depending on the needs of an overall
environmental protection strategy. Such a use, based on a real-time monitoring strategy,
exceeds the existing administrative experience, on the one hand, and raises crucial questions
about human rights and especially privacy and personal data protection, on the other hand.

5.1.2. Constitutional Protection of Conflicting Rights and the Principle of Proportionality
as Counterbalance

Greek legal order has the particularity that provides a constitutional protection to
the environment, and, especially to the forest environment, which is subject to a special
status of enhanced constitutional protection (Article 24 par. 1 and Article 117 par. 3 of the
Constitution) (Maria et al. 2020). At the same time, the rights of personal data, privacy,
and personality protection are also constitutionally anchored (Articles 9, 9A, 5 of the
Constitution).

Finally, any conflict between protected human rights in the Hellenic Constitution
system is resolved through the implementation of the principle of proportionality (Article
25 par. 1 of the Constitution36), which is the essential counterbalance37. In the Greek legal
order, the principle of proportionality was initially acknowledged by the Hellenic Council
of State as a constitutional principle derived from the concept of State of justice38, and after
the constitutional revision of the year 2001, it was explicitly incorporated in Article 25 par.
1 of the Constitution.

5.2. Privacy and Data Protection in Greece

The inviolable nature of private and family life is explicitly guaranteed by Article 9
of the Constitution as well as by civil and criminal legislation, which protect these rights
against infringements either by state authorities or by other citizens (Dagtoglou 1991).
Moreover, the protection of privacy is further guaranteed by the Constitution through
Article 19 (Confidentiality of letters, free correspondence and communication) and Article
21 (protection of family, marriage, motherhood and childhood, rights of persons with
disabilities), while especially the confidentiality of letters and free correspondence and
communication are supervised by the independent Communications Privacy Authority.

32 Legislative Decree 3879/1958, PD 696/1974.
33 Law 248/1976.
34 Law 4512/2018.
35 Law 3889/2010.
36 Article 25 par. 1 “1. The rights of the human being as an individual and as a member of the society and the principle of the welfare state rule of law

are guaranteed by the State. All agents of the State shall be obliged to ensure the unhindered and effective exercise thereof. These rights also apply
to the relations between individuals to which they are appropriate. Restrictions of any kind which, according to the Constitution, may be imposed
upon these rights, should be provided either directly by the Constitution or by statute, should a reservation exist in the latter’s favor, and should
respect the principle of proportionality”.

37 About the principle of proportionality and its adoption and evolution by the different national legal orders, the European Law, the CJEU case
law and the ECHR case law: see Scaccia G. Proportionality and the Balancing of Rights in the Case-law of European Courts. 2019. federalismi.it,
4/2019, Available on line: https://www.sipotra.it/wp-content/uploads/2019/03/Proportionality-and-the-Balancing-of-Rights-in-the-Case-law-
of-European-Courts.pdf (accessed on 5 April 2021).

38 Hellenic Council of State 1341/1982, 2112/1984, 2261/1984, 3682/1986.
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Personal data protection, which is inextricably connected to remote sensing technolo-
gies39, is established in Article 9A of the Constitution40 and currently regulated by Law
4624/2019, through which national law has been harmonized with Directive (EU) 2016/680.
Privacy and personal data are also protected through criminal law, in Chapter 22 of the
Penal Code regarding “infringements of personal confidentiality and communication”
(Manoledakis 2008) and through civil law in Article 57 of the Civil Code regarding the
protection of personality (Alexandropoulou-Egiptiadou 2007). Personal data protection in
Greece is simultaneously directly subject to GDPR regulation.

Proper implementation of the personal data protection framework is under the su-
pervision of the independent Data Protection Authority (hereinafter DPA). In the event
of conflict between the necessity of safeguarding the environment and the protection of
personal data, the necessary balance shall be pursued through the implementation of
the principle of proportionality. In this sense, DPA in its Opinion 2/2010 considers that
restrictions in personal data protection for the purpose of protecting the environment (as a
whole, not only with regard to environmental crime), which is an explicit constitutional
provision, are legitimate, as long as requirements set by the principle of proportionality
(necessity, appropriateness, stricto sensu proportionality) are met.

5.3. The National Implementation of the Principle of Proportionality

5.3.1. The National Legal Framework on the Principle of Proportionality

Although Article 25 par. 1 of the Constitution establishes the principle of proportion-
ality horizontally, namely in all cases of individual rights’ restrictions, without any further
distinctions or clarifications, the implementation of the principle itself is related to the
particular characteristics of each restricted right and its specific legal frame. As foresaid,
the protection of personal data is ensured by specific legislation, at international, EU and
national level and the proper implementation of this legislation is supervised by DPA.
Any derogation to the protection of personal data is subject to special strict rules, because
personal data are connected to elements of human personality and in particular the private
sphere of the individual. Therefore, collection and procession of such data is permitted
only exceptionally, when and to the extent necessary to serve another legitimate interest, in
accordance with the principle of proportionality41.

Particularly in the monitoring technologies context, DPA issued the Directive No.
1/2011 regarding the use of video surveillance systems. Article 5 of this Directive, entitled
"the principle of proportionality", provides that the lawfulness of personal data procession
is examined with regard to the legitimate aim pursued as well as in accordance with the
principle of proportionality. Video surveillance systems must be thus appropriate and
necessary in relation to the aim pursued. This aim should the same time not be possible to
be achieved by means equally effective but less restrictive for individual rights.

With regards to environmental protection, the principle of proportionality intervenes
with an ecological role, allowing the restriction of other rights for the sake of environmental
protection, and preventing any disproportionate infringement of the environment in the
course of pursuing other lawful purposes42. Furthermore, it ensures the protection of
other public or private interests against an intensive implementation of the precautionary

39 The reason for the creation of a special legal framework for personal data protection lies on the special nature of the information produced by
modern technologies, which may relate to certain individuals as well as important aspects of their identity (Wagner De Cew 2004; Solove 2003;
Akrivopoulou 2011).

40 Article 9A: All persons have the right to be protected from the collection, processing and use, especially by electronic means, of their personal data,
as specified by law. The protection of personal data is ensured by an independent authority, which is constituted and operates as specified by law.

41 DPA, Opinion 4/2020, Decision 31/2019.
42 Thus, when examining compliance of distortion of forest vegetation with the Constitution, while pursuing a lawful purpose, the protection of forest

vegetation must be weighed against the objective pursued, and it must be examined whether the specific goal can be achieved by other means
(Hellenic Council of State 293/2009, Perivallon and Dikeo (In Greek) 2009, p. 494, Hellenic Council of State 2763/2006, Perivallon and Dikeo (In
Greek) 2007, p. 70), since even if the change of the forest form is deemed to be permitted, it must be implemented with the “least possible loss of
forest wealth” (Hellenic Council of State 3816/2010, Perivallon and Dikeo (In Greek) 2011, p. 123), and only to the “absolutely necessary extent”
(Hellenic Council of State 2972/2010).
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principle, which would systematically exclude the protection of other rights in the name
of environmental protection, as well as the avoidance of excessive sanctions in case of
violation of environmental protection measures43 (Veinla 2004; Thomas 2000; McNelis 2000;
Siouti 2018; Nikolopoulos 2000).

In particular, with regard to environmental crimes, the Greek environmental criminal
laws, and especially, both Law 4042/201244 transposing Directive 2008/98/EC into the
Greek legislation, and special statutes45 respect the principle of proportionality, aiming
at the implementation of preventive, effective, and proportionate sanctions, which will
safeguard environmental protection more effectively.

5.3.2. The National Case Law on the Principle of Proportionality

Greek case law on the principle of proportionality is quite rich. According to national
case-law, no right is absolute, not even the constitutional ones, therefore even a constitu-
tional right, such as the right to personal data protection, may be restricted for reasons of
public interest, such as the protection of other constitutional rights, in accordance with the
criteria imposed by the principle of proportionality46.

Particularly, in the monitoring technologies context, the Council of State considers in
line with DPA’s guidelines, that personal data may only be lawfully taken and processed
when a legal interest is to be satisfied, provided that this legal interest obviously outweighs
the rights and interests of the personal data subject and only if the legal order does not
provide any other way for satisfying the specific legal interest47.

Individual rights’ restrictions for environmental protection is a special case of im-
plementation of the principle of proportionality particularly important for national case
law. Due to the paramount importance of environmental protection, due to environmental
degradation throughout the planet and natural phenomena described as “climate change”
as well as due to the need for decisive measures to ensure the effective protection of the
environment, measures restricting other rights that are considered proportionate to this
purpose may be very intensive, reaching even “the core” of restricted rights. In this sense,
the substantial deprivation of the use of a property by its owner for environmental pur-
poses, may be considered lawful, but the same time may lead to lawful compensation
claim by the owner in proportion to the imposed deprivation48. Similarly, an absolute
prohibition of hunting in an area of the Natura 2000 network, as long as there is a need
for such a strict prohibition as an appropriate measure to protect wildlife in that area, is in
line with the principle of proportionality49. Moreover, the Hellenic Supreme Court applies
the principle of proportionality in order to resolve the question of procedural use, before
civil and criminal courts, of evidence obtained through illegal means, despite Article 19
par. 3 of the Constitution which explicitly prohibits the use of illegal evidence. According
to national case law, securing the exercise of the right to judicial protection of a party
(Article 20 par. 1 of the Constitution) consists a legal reason for the use of evidence obtained
through illegal means in accordance with the principle of proportionality, i.e., if the data
collected are absolutely necessary and appropriate for the recognition, exercise or defense
of a right before the court, to the extent absolutely necessary and insofar as this purpose
cannot be achieved by other less restrictive means50.

43 Hellenic Council of State 1393/2016, which ruled that in determining the environmental fine, while determining the unified fine, the principle of
proportionality is applied, through the co-assessment of the elements determining and restricting the amount of the fine, which are provided for in
the substantive provisions of the environmental laws.

44 Government Gazette, Series I, No. 24/ 2012.
45 e.g., in accordance with article 94 §§ 1 and 8a’ of law 4495/2017 for administrative and criminal sanctions in case of illegal constructions, it is

considered that during the measurement of the imposed penalty, the value of the illegal construction and the degree of environmental degradation
are to be taken into account.

46 Hellenic Supreme Court (Plen. Sess.) 1/2017, Hellenic Council of State 1616/2012, 2254/2005.
47 Hellenic Council of State 265/2017, 2254/2005.
48 Hellenic Council of State 488/2018, 2428/2016, 2133/2016, 2601/2005.
49 Hellenic Council of State 875, 876/2019.
50 Hellenic Supreme Court (Plen. Sess.) 1/2017, Hellenic Supreme Court 901/2019, 653/2013.
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5.4. The Establishment of a Modern Legal Framework

In view of the aforementioned parameters, and in the light of the CJEU case law,
the current EU laws (GDPR, Directive 2016/680) and the opinions and guidelines of the
national Independent Data Protection Authority) and pursuant to Law 3917/2011 (regard-
ing the use of surveillance systems with sound and picture recording in public places),
innovative legislation on the use of monitoring technologies in public places has been
recently established in Greece, via the Presidential Decree 75/202051 (hereinafter PD).
The PD 75/2020 does not provide for a general monitoring policy or a specific policy for
environmental purposes, it only provides rules for the use of such technologies for crime
prevention and repression and for traffic management. However, these provisions despite
not aiming at the special regulation of the use of monitoring technologies for environmen-
tal purposes, contain, inter alia, rules applying on environmental crime prevention and
repression. Therefore, even though the scope of the new legislation may be limited, it is
important that these provisions, reflect all current European and national trends and needs
regarding the exploitation of remote sensing technologies. Therefore, the analysis of these
new specific rules can be the axis for the establishment of an integrated monitoring national
legal framework for environmental purposes.

In this point, it must be noted that PD 75/2020 is a very recent law and therefore no
related national case law has been produced yet, so its present analysis is only theoretical
and cannot be based to any case law interpretation.

5.4.1. Overview of the Provisions of the Presidential Decree 75/2020

PD 75/2020 governs all the surveillance systems installed and operating at public
spaces, provided that they process personal data, regardless of their technical specifications
(Articles 1 and 2).

The restrictively designated public authorities that are competent for the prevention,
investigation, detection, or prosecution of crimes, or the enforcement of criminal sanctions,
namely the Hellenic Police, the Hellenic Fire Service, and the Hellenic Coast Guard, are
considered as data controllers (Article 4).

The installation and operation of surveillance systems in public spaces is permitted
only to the extent necessary, and when the objectives pursued cannot be achieved equally
effectively using less restrictive means, in a specific place and for a specific period of time,
following a reasoned decision of the competent authority. This decision has a validity term
of no longer than three years, is subject to periodical evaluation and is issued following
the conduct of an impact assessment study. Finally, it is promptly sent to the competent
public prosecutor for district court judges. In particular, with regard to crime prevention or
repression, it is required that there is adequate evidence that the offences subject to the PD
were committed (Articles 5 and 12).

The collection and processing of sound data is only exceptionally allowed, following
a specifically reasoned decision of the data controller, which is approved by the competent
public prosecutor, for the purpose of detecting and recognizing the persons involved in
specific punishable acts, including forest arson by negligence (Article 7).

Strict rules have also been established concerning the retention period, the com-
plete and automatic destruction of the data without the right to retrieve them, and the
anonymization of the data kept exceptionally for educational purposes (Article 8), the data
recipients, and the safe and unimpeachable transfer of data (Article 9), and the rights of the
data subjects, especially the right of information (Article 10).

Furthermore, organisational and technical safety measures are imposed with regard to
the technical specifications and the operation of the surveillance systems, for the purpose
of minimizing the impact on the right to personal data protection, in accordance with the
accepted international standards, as well as the minimum safety measures (users’ training,

51 Government Gazette, Series I, No. 173/ 10 September 2020.
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creation of separate accounts, and user authentication, data encryption, etc.) are explicitly
provided for (Article 11).

Harmonisation of the Presidential Decree 75/2020 with the GDPR and the Police Directive

PD 75/2020 makes explicit reference to the general application of Regulation (EU)
2016/679 (GDPR) and Directive (EU) 2016/680 (Police and Criminal Justice Authorities
Directive), but it further specifies special rules, which are harmonised with the principles
derived from Article 5 of GDPR and Article 4 of the Directive, as analysed above.

Firstly, as far as the principles of lawfulness, fairness, and purpose limitation are
concerned, the PD limits the collection and processing of personal data exclusively to the
purposes restrictively specified by the authorising legal provision of Article 14 of Law
3917/2011 (Articles 1 and 3). Such a procession is subject to a decision provided by the
competent public authority (Article 12) when the above objectives cannot be achieved
equally effectively using less restrictive means, and, in particular, with regard to crime
prevention or repression, provided that there is adequate evidence that the crime was
committed, and, in any case, provided that the collection and processing is necessary
(Articles 5 and 6).

Secondly, referring to the implementation of the principle of transparency, according to
the PD, data collection and processing is contingent upon the prior notification to the public
prosecutor, the gathering organiser, the data subjects, and the public, as appropriate, with
any expedient means, and primarily with the means explicitly specified in its provisions
(Articles 6 and 10). The foregoing obligation to notify the public prosecutor and the public
also includes the notification of the decision of the competent public authority on the
operation of a surveillance system (Article 12). Data subjects always have the right to
request and receive information about the data concerning them and any recipients of the
processing (Article 10 par. 3).

Thirdly, data minimisation principle is clearly reflected in the PD, which limits the
installation and operation of surveillance systems to the specific necessary space, and
prohibits expansion thereof to a broader area and collection of data from non-public spaces
or homes, image focus is allowed only for the detection of crimes (Article 5), while sound
data collection and processing is in principle prohibited (Article 7).

Furthermore, specific provisions have been set in order to ensure storage limitation.
According to the PD, the maximum data retention period is, in principle, 15 days, with
certain exceptions that serve the needs of the criminal court procedure, while specifically in
the case of public gatherings, the maximum data retention period is 48 hours. In addition,
integrity and confidentiality (security) are pursued through specific provisions in the PD.
The automatic destruction of personal data is provided in a manner that precludes retrieval
thereof, and in the case of their exceptional retention for educational purposes. The PD
includes also provisions for data anonymization and compliance with the confidentiality
obligation (Articles 6 and 8), and for ensuring, using suitable technical means, not only
secure transfer of data, but also that the transferred data cannot possibly be distorted in
an unperceivable manner (Article 9). Moreover, the data controller is subject to all the
necessary organisational and technical security measures (Article 11), which are aligned
with Article 25 of the Regulation, or Article 20 of the Directive.

Finally, the designation of the public authorities acting as data controllers, the estab-
lishment of the legislative framework of their liability (Article 4), and the establishment
of special requirements for the issuance of a decision on the installation and operation of
surveillance systems (Article 12) integrate the principle of accountability in the PD.

Critical Assessment of the Provisions of Presidential Decree 75/2020

The draft PD 75/2020 was submitted to the DPA, in accordance with the law, which
issued its Opinion No. 3/2020, where, presenting an analysis of the Greek and European
legal framework on personal data protection, and having particularly focused to ECtHR
and CJEU case law, it stressed that certain provisions needed to be amended in order
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to be compatible with the International and European Union Law. Compliant with the
recommendations of the DPA, the final text of the PD constitutes a strict set of rules that
integrate the principles of modern protection of personal data at an international and EU
level.

Although the principle of proportionality is not explicitly mentioned at any point in
the text of PD 75/2020, Article 5, which sets the conditions and criteria for the installation
and operation of surveillance systems, introduces the special condition of implementation
of the principle of necessity and the principle of appropriateness, as manifestations of the
principle of proportionality. In addition, Article 8, with respect to the retention period
and the destruction of data, also follows the recommendations of the DPA regarding the
respect of the principle of proportionality52. Besides, the authorizing legal provision of PD
75/2020 explicitly stipulates that this PD should aim at setting the criteria for complying
with the principle of proportionality53.

It is also to underline that Articles 11 (Organizational and Technical Security Measures)
and 12 (Decision on the Installation and Operation of Surveillance Systems) provide not
only for the conduct of an impact assessment study at the stage of personal data processing,
but also for the conduct of an impact assessment study concerning the installation, com-
missioning, and procurement of the surveillance systems, the software, and the additional
equipment in general. Therefore, impact assessment accompanies the surveillance system
and any accompanying item or equipment already from the stage of procurement thereof
until installation, operation, and processing of the collected material. Such a provision
is of great importance, since impact assessment at the time of the determination of the
means for processing is essential for data protection by design and by default. In this sense,
legal framework set by the PD not only follows in a timeliest manner current European
trends on personal data protection but also forms the necessary legal background for any
other future laws regarding the use of remote sensing technologies, including possible
specialized legislation for environmental protection.

However, there are some points in which PD 75/2020 did not fully comply with
the recommendations of the DPA. Thus, contrary to DPA’s recommendations, Article 5
(installation and operation of surveillance systems) did not encompass any provision
specifying clearly the criteria based on which surveillance in a specific space is evaluated
as necessary, or the precise procedural requirements and the necessitated guarantees of
supervision and control of the relevant measure. Similarly, Article 9 (data recipients) did
not incorporate DPA’s recommendation for a procedure of control and supervision by an
independent authority in the case of transfer of data (except for the cases of transfer to
administrative authorities acting as third parties where the transfer is approved by the
public prosecutor). Finally, in Article 10 (Rights of data subjects), DPA’s recommendations
for special provisions for each surveillance system, and for persons who have lost their
eyesight, so that the obligation of informing data subject could be most successfully
achieved, were not taken into account.

Moreover, even at the points where the PD conforms to the DPA’s recommendations,
it is not certain that the final wording of the provisions is always correct. Thus, despite
adding to Article 8 (Data retention period and destruction) the criteria on which the justified
suspicions for preparing or committing in the future offences are assessed, pursuant to the
Authority’s recommendations, as a reason for exceptional extension of the data retention
period, the criteria encompass the wording “any kind of relevant information54”, which
is rather ambiguous, and possibly leaves room for unauthorized extension of the data
retention period. These shortcomings are indicative of the necessary adjustments for the
lawful use of remote sensing technologies for all purposes and especially for environmental
purposes.

52 DPA, Opinion 3/2020, Available online: https://www.dpa.gr/sites/default/files/2020-07/gnomodotisi%203_2020.pdf (accessed on 5 April 2021).
53 Law 3917/2011, Article 14 (4).
54 Article 8 of the PD: “ . . . justified suspicions for preparing or committing in the future the above criminal acts may stem from witnesses’ testimonies

or from any kind of relevant information”.
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5.4.2. Application of PD 75/2020 in Environmental Crimes

As already mentioned, PD 75/2020 does not specifically regulate the use of surveil-
lance systems for the prevention and repression of environmental crime, however, its
purpose, as described in Article 3, includes a large number of environmental offences,
referring to the relevant provisions of the Criminal Code.

In particular, the scope of PD 75/2020 encompasses:

- organized environmental crime, in particular, felonies and misdemeanors committed
for the purpose of pursuing financial gain (Article 187 of the Criminal Code);

- assault by a large crowd against environmental goods (Article 189 of the Criminal
Code);

- arson in forests, forest and reforestable areas (Article 265 of the Criminal Code);
- flooding (Article 265 of the Criminal Code);
- destruction or damage to works or installations intended for protection from natural

disasters (Article 273 of the Criminal Code);
- poisoning of sources, wells, and water tanks (Article 279 of the Criminal Code);
- destruction or damage to public environmental goods (Article 378 of the Criminal

Code).

Therefore, PD 75/2020 offers, to a large extent, the possibility of using modern remote
sensing technologies for environmental protection, since its scope primarily involves the
protection of public environmental goods, including public forests, coastal and riparian
zones, rivers, large lakes, sea, as well as the protection of all forest and reforestable ecosys-
tems from arson. Furthermore, such technologies can be used both for preventive and for
repressive protection of the above areas and elements (Article 3a).

5.5. Concluding Remarks for Greek Legislation and Future Perspectives in Environmental Law

Although the regulatory framework of PD 75/2020 includes many and significant
offences of environmental relevance in its scope, it is found to be inadequate for facing
emerging legal issues from the use of remote sensing technologies for environmental
monitoring and environmental law enforcement. This is because it not only addresses
certain environmental offences but also addresses them in a fragmentary manner. From this
point, it even fails to regulate effectively issues related exclusively to environmental crime.
It is a telling sign that Article 4 does not designate the competent environmental protection
authorities as data controllers. Similarly, the provisions of Article 10 on information to the
data subjects fail to take into account and to respond to the particularity of supervision
of broad and freely accessible areas such as forest and coastal zones. In addition to this,
the scope of PD 75/2020 is limited to the use of remote sensing technologies in public
spaces, leaving private environmental goods (e.g., private forests, lakes, private coastal
areas) unprotected.

Thus, it is recommended that a special legislative and regulatory framework is es-
tablished, which will adjust the technical features offered by modern remote sensing
technologies not only to the preventive and repressive treatment of environmental crime
in its whole but also to their use in environmental monitoring and all aspects of environ-
mental law enforcement. Lessons learned from the regulatory framework of PD 75/2020
for the protection of the infringed human rights, in accordance with the principle of pro-
portionality, which calls for a special weighting based on the particular features of each
environmental good, the special enhanced constitutional protection of forest ecosystems,
and human rights’ risks emerging from the use of technical means for environmental
surveillance, should be taken into account, when forming such a special framework.

6. Conclusions

Remote sensing technologies provide tools for gathering data, which are extremely
useful for ensuring a high level of environmental protection and the improvement of the
quality of the environment. However, the same time they raise new difficult challenges,

217



Laws 2021, 10, 33

such as their interference with the rights of privacy and personal data, which are also
protected fundamental rights.

It stems from existing legislation and case law interpretation that remote sensing
technologies in the European Union can be used for environmental purposes, especially
for combatting serious environmental crime, however with sufficient guarantees for the
effective protection of privacy and personal data, provided that no other less restrictive
means exist.

The case study of Greece clearly shows that despite recent developments in the field
of surveillance systems’ legislation, there is still a gap in special legislative and regulatory
framework which will envisage the lawful use of remote sensing technologies in the
environmental sector.

However, the path has been opened and the great demand for a wider use of remote
sensing technologies for supporting environmental law enforcement, for combatting envi-
ronmental crime and for collecting environmental monitoring data will inevitably lead to a
consistent regulatory framework in European and national level.
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Abstract: Automated news, or artificial intelligence systems (AIS)-aided production of news items,
has been developed from 2010 onwards. It comprises a variety of practices in which the use of data,
software and human intervention is involved in diverse degrees. This can affect the application of
intellectual property and copyright law in many ways. Using comparative legal methods, we examine
the implications of them for some legal categories, such as authorship (and hence required originality)
and types of works, namely collaborative, derivative and, most especially, collective works. Sui
generis and neighboring rights are also considered for examination as being appliable to AIS-aided
news outputs. Our main conclusion is that the economics intellectual property rights are guaranteed
in any case through collective works. We propose a shorter term of duration before entering public
domain. Still, there is a place for more authorial, personal rights. It shows, however, more difficulty
when coming to moral rights, especially in Common Law countries.

Keywords: automated news; intellectual property; copyright law

1. Introduction

In recent times, the automated production of news items has joined the traditional human-only
creation of information. It has adopted many forms, at least from 2014 and 2015. This has been called
algorithm journalism [1,2] or robot journalism, but, in general terms, it is mentioned as automated
journalism [3,4], and it is the type of news item created with the aid of autonomous intelligent systems
(AIS) [5–7]. The technology “shall eventually lead to autonomous technology that can perceive, learn,
decide and create without any human intervention” [8]. The question of a gradual (even if partial,
at least for now) substitution of human by machines is in the background. The generation of new
professional skills and profiles is a trend, as well, that will continue in the coming years, as stated,
for instance, by [9].

This is clearly beyond the traditional use of some tools to produce copyrightable works, for instance,
photography [8] (p. 321) or word processors. To the extent journalists and the media use software to
help human to produce news, this is to be considered a protectable work. When machines are able to
produce news for themselves, with no human help—except for the design of the software itself—then
we are dealing with a different question. This kind of tool, which most likely will be improved in the
near future, poses some questions on intellectual property, which is the topic of this paper.

Intellectual creation is a human activity in which we must include the varied forms of journalistic
works, from simple news to more elaborated features and articles. These fall within the works
protected by copyright and, in general terms, intellectual property law. We have to make an important
clarification of the terms to be used relating to intellectual property. While in the Common Law legal
tradition, it means copyright (which is called by legal doctrine in the other great legal tradition of
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the world, the so-called Civil Law tradition, authors’ rights) and designs, patents and trademarks,
in the Civil Law tradition, however, intellectual property is almost synonymous to copyright-authors’
right law, and the rest is considered as being included within the industrial property denomination.
This may add some difficulty when comparing both legal traditions from a transnational perspective,
but it may, on the other hand, help in distinguishing the many implications of the arrival of the different
outputs produced using artificial intelligence on news reporting.

We have mentioned this aspect in some previous works [10] altogether with some other issues of
copyright law applied to the media and news reporting. It is our intention to explore the specific aspects
involved in automated news, or news produced with the aid of artificial intelligence. As a starting
point: to the extent that some human, substantial intervention is needed before the news item is
delivered to the public, copyright law may be applicable to the protection of such works. When human
intervention in minimal, unnecessary or accessorial, then we are dealing with a different legal nature
and protection. The degree of originality—understood as the application of intellectual human skills
in order to obtain a work—is a central requirement in copyright law, and even more so in the Civil
Law legal tradition, in which the author is at the very core of its conception. However, and even if
some national legal systems, such as the Spanish one (Art. 5.1 of the Spanish Copyright Act, TRLPI
1/1996, which states that only natural persons can be considered creators of literary, artistic or scientific
works), insist in considering that the only possible author needs to be human, there are some other
layers of rights appliable to other agents of intellectual creation. This is the case of the collective works,
singularly important in journalism, since media outputs are considered precisely like that: a collection
of works commissioned to (usually hired) journalists offered to the public as a bunch produced under
the investment and coordination of a corporate entity, instead of a natural person. Those corporate
entities have several rights under copyright law, and ultimately they have fought, and gained to a great
extent, a legal battle in the European Union to get an exclusive exploitation right to confront the great
news aggregators, like Google News [11].

2. What is Automated Journalism? A Typology of AIS-Aided Created News

The already short development of AIS-aided, or automated news, appears, generally speaking,
as a practice of presenting or producing news items out of previously gathered and structured data,
normally using templates and applying some more or less complex algorithms. We follow in this
respect the definition provided by A. Graefe in 2016: “It is the process of using software or algorithms
to automatically generate news stories without human intervention—after the initial programming of
the algorithm, of course. Thus, once the algorithm is developed, it allows for automating each step
of the news production process, from the collection and analysis of data, to the actual creation and
publication of news” [7] (p. 9).

The history of AIS-aided news production is scarcely ten years old. The (initially British, now global)
newspaper The Guardian started with software in 2010 to produce some news on sport statistics and
graphics, and in 2014 experimented in a similar way with Guarbot, a tool to produce news on financial
information. The real effective experimentation can be traced back to 2014, when a journalist then
hired by The Los Angeles Times, Ken Schwencke, designed an algorithm to produce some news on
a low-intensity earthquake that happened that year, based on data from the United States Geological
Survey service. One year later, the main French daily newspaper, Le Monde, used another algorithm
designed by Data2Content and Syllabs companies to produce some news on election results, using
numeric data as well. One year later, in 2015, a Chinese tool, Dreamwriter, was created by a videogames
company, Tencent, to produce news on consumer prices that was 916 words long in just one minute,
with apparently no mistakes. From then onwards, many other ones have appeared: Heliograf (used by
The Washington Post since 2016), Quill, Soccerbot, Wordsmith by Automate Insights, used since 2014 by
the Associated Press agency, Recount, StatsMonkey, Media Brain, Kognetics and RADAR are some of
them [2].
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RADAR is a rather interesting case. It was created in 2017 by a news agency, the Press Association,
which in three months produced, using this software, more than 50,000 items. The software was
developed by Urbs Media and financed with EUR 150 M by the Google Digital News Initiative
Innovation Fund. It uses open access datasets on topics such as transport, education, health, crime and
education, and it is able to produce several versions of every item adapted to the necessities of their
clients. Behind the RADAR working flow, there was a team of six journalists who identified interesting
topics and conducted the production of automated news.

Some topics and sections seem more appropriate to use AIS-aided newswriting. Finances, election
results and especially sports coverage have appeared as the most widespread topics in which algorithms
are used to produce news. Media have sometimes used chatbots to communicate with users, and these
tools are able to write their own sentences, based on patterns and on topics and terms recognition.
In 2017, the Innovation Lab of the Spanish native-digital journal El Confidencial created a software
named AnaFut which creates football chronicles of the lower categories. Sport coverage also combines
documentation and bots [12], in the case of BeSoccer. Most of those systems use as a primary source
data provided by official institutions: the Spanish public broadcast service, Radio Televisión Española,
decided in 2020 to experiment with data extracted from the Spanish Football Federation to offer short
news on results of the lower leagues, “interpreting them and presenting a text in natural language,
related to the selected event with no personal intervention”, using HTML format and as a mere
news, and not penalizing the SEO positioning of the source itself. Similar systems were used by The

Washington Post to cover the Olympic Games in 2016.
Actually, according to Beckett [13], artificial intelligence systems can help journalists and the

media in three phases: gathering, production and distribution. This can lead, however, to a wide
variety of results and, which is our point from a legal perspective, intervention by human journalists.
These results can be:

1) Mash-up news items can be produced, aggregating several previously published works.
This results, using legal terminology, in derivative works which are obliged to mention the works and
authors on which the new items are based. As an example, this is the case of Adrian Holovaty’s mashed
up infographics produced for the website Chicagocrime.org, [14,15]. Producing intelligent infographics
is also the method developed by Intelygenz and Prodigioso Volcán in Spain from 2018 onwards (see
http://losdelvolcan.com/grafia/web/): while the journalist creates his or her item, a machine-learning
comprehension software scans the words and, relating them all, it creates some graphics with no
human intervention—so it can be defined, in legal terms, as a derivative work—to complement them,
so as to produce, once again using legal terms, a collaborative work.

2) Automatization of processes can help journalists to provide more context, data and even links
(internal or external) to their items. It is common practice to search in the documentation service of
the newsroom to find related news to be used and linked. Contextualization of news seems to be
exclusive of human journalists, although interfaces and search engines can help in extracting that
which is needed from massive databases [16] (p. 179).

3) Another relevant use of AIS in news production is the verification of information, automatically
tracing sources and facts. One example is Truthmeter, “a tool that automatically scores the journalistic
credibility of social media contributors in order to inform overall credibility assessments. The Truthmeter
computes credibility scores based on data made available through the Twitter API” [17].

4) Content curation is another purpose in which AIS can help journalists in their search for scoops
on relevant topics. This is one of the ways used by RADAR (‘Reporters And Data And Robots’),
a software system used by the British Press Association, which combines humans and machines to
create localized stories at scale on topics such as “crime figures, hospital waiting times and pupil
absences from school” [13] (p. 25).

5) An interesting application of AIS is the adaptation or customization of messages to different
users, producing several versions—thus, and from a legal point of view, derivative works; any one
of them is protectable under copyright law. The Swedish newspaper Svenska Dagbladet, for instance,

223



Future Internet 2020, 12, 85

designed a tool to create different homepages for users, measuring the number of clicks, time or
permanence or preferences introduced by the user [18]. Out of our focus, but to be considered for its
commercial interest, AIS can help with subscriptions, which is in 2020—until the coronavirus crisis,
at least—a common movement in media industry, following models like that of the New York Times’
paywalls. This is a called a “dynamic paywall”, in which companies like Deep Bi are working.

6) Most usually, artificial intelligence systems-aided or automated news production is based on
database exploitation and automatization of raw data using patterns, which results in what some
authors have named database journalism [19] (p. 5). The results of those practices can be considered
protectable by copyright laws as sui generis rights. Patterns are provided by humans; only when the
system is able to learn, improve and create new patterns may a non-human authorship appear.

By now, then, artificial intelligence systems-aided journalism is reduced to factual content
coverage, while in principle only humans are able to elaborate more complex and contextualized
pieces. Factual content coverage using AIS is, however, appealing for media companies, because it
provides “a cost-effective way to create high-quality factual content that does well in SEO terms” [20].

The key of all those systems, and the ones that could be improved in the next future, is whether
they need post processing by humans or not. Some of them, like Monok or RADAR, do not seem to
need it to produce simple news items, with no great context. Artificial intelligence systems are not able
to generate text of complex or non-predictable nature, a hypothesis placed by Ufarte and Manfredi [21];
or, as Belz says, “with a lot of unpredictability in the output” [20].

3. Methods

The main method used in this paper is a legal, comparative analysis. Since, as mentioned, very few
cases have been examined in court to this point, we will base our analysis more on doctrine than on
jurisprudence or on an examination of specific legal provisions. Copyright acts do not deal, to our
understanding, concretely with these issues, and most of these acts do not mention the automated
production of intellectual works at all. In other words, if new legal problems appear because of the
use of new tools and techniques, to this point no legal reform has been practiced to include some new
provisions to cover specifically those situations, and so intellectual property principles as we know
them are to be applied. Even though some legal reforms have mentioned artificial intelligence beyond
the automated analysis of data, which is important, they seem not to cover the automated production
of works, or at least they can only be applied to some steps of it. This is the case of the Directive of the

European Union 2019/790, on copyright and related right in the digital single market, for instance Article 3.2.,
on text and data mining. As some relevant scholars have underlined, “the fact that artificial intelligence
and robotics are much more than science fiction becomes apparent” on the working documents of the
European Commission, but at the same times it appears that it is considered just “the next step in
the development of a sustainable information society” [8] (p. 3). Alternatively, automated systems
are a concern whenever they are used by platforms like Facebook or Youtube for users’ identification
and filtering [22] (p. 267), which has a reflection on the literal interpretation of Article 17 of the
aforementioned European directive, to oblige Internet services to detect unauthorized (and usually
derivative) works uploaded by users without copyright permission.

We will focus on two main legal categories related to copyright and intellectual property law.
First, the question of authorship and, closely related to it, originality as a sine qua non requirement
for the law to consider a work copyrightable. Second, the type of work. We have advanced some of
them: the individual work, a single piece created usually by a single (human) author. A collaborative
work, alternatively, is when two or more authors can create a combined piece. In this case, we can
consider many cases in which AIS aids a human journalist to complete his or her work. A derivative
work, in which a new one is created based on one or more previously existing works, is an increasingly
widespread type of work. The derivative work can be created, in turn, by both humans or machines
based on both human or machine-made pre-existing works. Finally, and this is probably the central
part of our analysis, the collective work, is composed by many works gathered and structured under
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the coordination of another (natural or corporate) person. This is the case of newspaper, magazines,
broadcasting services and webpages.

Since automated news are created (or transformed) with the help of both data, structured
normally as a database, and software, some other categories of intellectual property rights are to be
considered as well: the so-called, at least in some jurisdictions, sui generis rights, normally applicable
to databases as a structure, equally created under the requirements and necessities of a corporate entity
in order to produce intellectual works, and not necessarily to data themselves; and related, ancillary
rights. This whole panorama means a complex superposition of layers of rights, some of which are
accumulative and not mutually exclusive, to be considered in the many cases we will examine in the
following sections. Even though if very few cases have been decided in court, it is expected that media
organizations and practitioners of news reporting—journalists, photographers, infographics designers
or even cartoonists, to mention some of them—will be facing some of these scenarios soon.

4. Results

The cross-examination of the aforementioned cases, which covers the most common practices
of artificial intelligence systems-aided journalism to this point, their classification considering the
legal axis of authorship (and originality) and typology of work, and the phase of journalistic work
(gathering, production and dissemination) could help us to determine to what extent copyright law
can cover these new products.

First of all, it is to be noted that all of them are produced due to the initiative and investment
of a company, a corporate entity which is typically considered the one under whose coordination
a collective work is made. This is to say that media companies as corporate entities are the producers
of a collective work, not the authors of it. This is a characteristic more relevant in Civil Law countries
than in the Common Law legal tradition, in which an entrepreneurial point of view is more explicit
than in the most authorial, based on the creativity of individuals, approach of Civil Law countries.
This, which was in the origin of copyright and authors’ rights legal systems, has been modulated over
time, and the importance of producers is evident in the case of, e.g., the audiovisual work. There are
some movements to extend this consideration to the producers of multimedia works. One of those
movements is the aforementioned lobbying activity of the major newspaper companies in Europe or
the European Union to enact an ancillary exploitation right for press publishers, materialized in Article
15 of the Directive on Copyright and Related Rights in the Digital Single Market, 2019, to be implemented
by state members (as of mid-2020, the only one to do so was France). Article 15 is intended to protect
press publications “concerning online uses”, for two years after publication. The duration of rights is
notably shorter than the protection given to personal creations (all the authors’ life term plus 70 years
after his or her death), but is perfectly suitable for automated creations. There is an advantage in such
artificial intelligence systems-aided works, since, when an author’s name is not mentioned, no one
has to receive “an appropriate share of the revenues”. The Resolution of the 2019 AIPPI World Congress

on Copyright in artificially generated work, one of the most developed documents on this area, agrees
with this conception, and considers that “the term should be shorter than for the other copyrightable
works” [23] (p. 19). This is an important thing to be remarked, since non-authored works may enter
the public domain much earlier than authored ones. Madeleine de Cock Buning made an interesting
reflection on this: “Without any form of intellectual property protection, these works can be used,
reproduced, changed and distributed to the benefit of all. One can argue in favor of this option where
Artificial Intelligence Systems creation is a positive consequence of Artificial Intelligence to the benefit
of society as a whole” [8].

This also avoids also the application of moral rights, especially important in Civil Law, authors’
right countries, but not so much in Common Law countries: in the United Kingdom, for instance,
journalists are an exception of moral rights and the companies have no obligation to mention the
name of their hired workers—although they usually recognize them as authors, all the way. This legal
provision, and the similar one planned in Australia in the Final Report on the Digital Platforms Inquiry by
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the Australian Competition and Consumer Commission (ACCC), published on 26 July 2019, states the
importance of enacting such a right for press publishers, to help them monetize content.

The question of authorship, which is an unwaivable moral right in many countries, most especially
in Civil Law ones, is of crucial importance when examining the changes that artificial intelligence
systems-aided news production can cause to journalists and companies. In many Civil Law countries,
authorship is only applicable to human creators, not to corporate entities or to software. Also, in the
United States, even if such provision does not appear in the Copyright Act, we can consider that there
is a similar principle, since the Copyright Office has repeatedly declared that it will “register an original
work of authorship, provided that the work was created by a human being”. In the gathering phase of
the journalistic work, artificial intelligence systems act as a simple tool—no matter how complex is
their design, they are manipulated by human people—and produce no final work to be published.
Facts and data, it should be remembered, are not protectable by themselves. We agree with Lin Weeks:
“At the highest level of abstraction, automated journalism stories consist of an algorithm, or input
(known in the industry as clean data), and of prose output” [19] (p. 85). Copyright law can only protect
the second.

Copyright law only covers the final output placed into public knowledge using intellectual skills.
Moreover, human authorship is to be recognized when artificial intelligence systems are used for data
gathering, text mining, searches or verification. Since the initial work to be improved is made by
human people, the final result is also due to them, and not to machines. When AIS is used for content
curation as well, as a starting point for news items creation, the final authorship is of human journalists.
A similar case happens when a journalist or editor revises the mistakes made by artificial intelligence
systems. The final responsibility before the final publication of work is due to an individual or to the
corporate entity, in any case.

It is obvious that the development of software can be authored by someone and commissioned
by a company, which is the usual case. Following Lin Weeks, the protection of the algorithm itself,
considered, we should add, as a form of software, is uncontroversial; more problematic is how to
protect the output itself [19]. Whenever software is an instrument for creation, the final responsibility
of the output is due to human authors. It is unusual, but not impossible, that just one individual is the
inventor of the AIS software and the creator of the work. At least, there is one early example of it, the
aforementioned Ken Schwencke, a journalist who both programmed an algorithm and exploited the
results of it in 2014. Since he controlled the whole process, he signed the news. There is some way to
attribute authorship to the programmer in countries such as Hong Kong, the United Kingdom, Ireland,
India or New Zealand, all of the Common Law countries. For instance, section 9(3) of the Copyright,

Designs and Patents Act (CDPA) states that “in the case of a literary, dramatic, musical or artistic work
which is computer-generated, the author shall be taken to be the person by whom the arrangements
necessary for the creation of the work are undertaken”, but it adds in section 178 that to be considered
as that, it must be “generated by computer in circumstances such that there is no human author of the
work” There is a parallel comparison, for instance, with generative music. A musician can use software
(one example is Wotja, developed after the suggestion of musicians such as Brian Eno) to create music
adjusting some parameters and patterns, and once done that, the artificial intelligence system starts
creating music, which in turn can be modified whilst playing. The authorship of such musical pieces is
of those human beings who decide which parameters must be adjusted, when and how. We agree with
Andrés Guadamuz when he said that “the idea behind such a provision [referring to the UK Copyright
Act] is to create an exception to all human authorship requirements by recognizing the work that goes
into creating a program capable of generating works, even if the creative spark is undertaken by the
machine” [24].

When the creation of a work is only the result of artificial intelligence systems, with no human
intervention at all, which is thought to be only possible in randomly created outputs, this may be
possible in music but hardly in news reporting, since it may result in a lack of sense. Anyway, there
are some cases, for instance the Australian Acohs Pty Ltd v Ucorp Pty Ltd, which declare that a work
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not produced by a human cannot be protected by copyright (Gadamez, 2017). Some other cases,
for instance in the European jurisdiction, insist in the decisive intervention of human beings in the
final result for a work to be considered copyrightable: the Court of Justice of the European Union delat
with that question in C-145/10, Eva-Maria Painer/Standard Verlags [2011], C-604/10 Football Dataco/Yahoo!
[2012] [9] (p. 321).

The main point is, then, originality, and how to define it. In the mentioned European cases,
it is required that the work is “the author’s own intellectual creation”, so in some way it must be
(concurrently with a Civil Law, authors’ right legal tradition) an oeuvre de l’esprit: some personal touch
must be found in the work. Even if artificial intelligence systems can show some creativity, meaning
that they can generate works using data, patterns and algorithms, it is far more difficult to find some
originality in them. Once again, the CJUE has insisted on this point, e.g., in C-5/08 Infopaq International

A/S v Danske Dagblades Forening, declaring that it is essential to find some elements of personality
in a work to be protected under copyright law. Whenever a human intervention is a sine qua non
condition to produce the work, such a personality characteristic can be detected. Human intervention
is always needed: software cannot create software, so, according to the World Intellectual Property
Organization (WIPO), there are only two ways to face this problem: to deny copyright protection to
works created exclusively by computers or to attribute it to the creator of the program. There is a third
way in the case of news: to attribute it to the corporate entity responsible for the collective work in
which this artificial intelligence systems-aided work is inserted. In this case, and the Resolution of the

2019 AIPPI World Congress con Copyright in artificially generated works insists on it, a related, neighboring,
ancillary or sui generis right is needed for publishers.

To our knowledge, this has not happened yet, but it is not impossible to think that artificial
intelligence systems-aided news, which may use third parties’ data, could infringe copyright whenever
the origin and eventually author of the original works from which the derivative one is developed are
not properly mentioned, and the corporate person who publishes it could be sued for it. Such a case
will help to clarify positions, and it has been mentioned, but not developed, in the Resolution adopted
in September 2019 by the AIPPI World Congress. It is not impossible, we should add, that in some
cases such practices could be considered under quotation exception—or fair use in the Common Law
countries—but anyway it must be examined case by case, with no need to create new exceptions [23]
(p. 11), especially in legal areas such as the European Union, in which a closed list of exceptions has to
be applied. Obviously, in countries where fair use or fair dealing is applied, a case-by-case approach
will be needed.

Another interesting point of view is how the media manage artificial intelligence systems to
automatically display some kind of information, a question that has been examined by Jop Esneijer:
“Note that automated scanning of tweets and blogs for relevant content and copy or even publishing
them [...] would in principle also require the authorization of the original author as these are acts of
copying or making available to the public, unless they are excepted, for example because they fall
under” [25] (p. 43). This is because we are dealing with derivative works.

It is different when news items are mainly created with the aid of artificial intelligence systems,
in which case the attribution of paternity is shown as anonymous or attributed to the corporate
person. This is consistent, as we have already mentioned, with that old distinction of the Berne

Convention on Copyright of 1886–1887, which in Article 2 stated that the consideration of “literary and
artistic works “shall not apply to news of the day or to miscellaneous facts having the character of
mere items of press information”. The Berlin Convention of 1908 defined to a greater extent which
works amongst the ones published in a newspaper were copyrightable or not, the ones that could be
reproduced—always mentioning author and origin—or not. The Berlin Convention protected any work
published in a newspaper, which was a great advance compared with the previous conventions, which
distinguished between literary works and nouvelles du jour. In fact, the distinction was maintained in
the following conventions, those of Rome (1928), Brussels (1948) and Paris (1971; amended in 1979),
now in Article 2.8. This old distinction can now have a new fashion regarding the production of news
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items produced exclusively or mainly by artificial intelligence systems or produced under the final
responsibility of human authors, but the rights on the economic exploitation of all of them are, anyway,
to be recognized to copyright holders of the collective work. Some scholars have examined these cases,
and concluded that the common practice is for the corporate entities to sign those news items using
the company’s name, and scarcely mentioning the fact that they have been generated with artificial
intelligence systems’ aid [21] (p. 13).

5. Discussion

Innovation in journalism, specially from the advent of the World Wide Web in the mid-1990s,
is a central point for companies and researchers. The media industry is facing a major crisis, most
especially from 2008 onwards, in which companies are trying to redefine a successful business model,
searching for a viability for an activity to that point sustained mainly by advertisement. Optimizing all
economic resources is thus crucial for this industry, as some many scholars have insisted, and in this
respect automated tools may be “the key to the viability of news media in the digital age” [26]. It is in
this context that we must situate the discussion on the role of intellectual property law when applied to
the outputs of automated journalism. Companies need to monetize content, and developing artificial
intelligence systems to help journalistic work for gathering data, elaborating news and disseminating
them—even to commercialize them more efficiently—can help in this purpose. In most cases, as we
have examined, artificial intelligence systems need human intervention at some point and this leaves
some personality clue which leads to considering the output a characteristic of originality, needed for
copyright law to be applied. Investment should, on the other hand, be enhanced. The most developed
proposal to this point, the Resolution of the 2019 AIPPI World Congress con Copyright in artificially generated

works, after consultation with many national groups all over the world, concludes that the majority
of them “consider that the investor (natural or legal person) should be the original owner of the
artificially-generated works [23] (p. 16).”

New profiles are appearing in news reporting: journalists incorporate new skills to traditional
ones, and one of them, regarding to automated news, is to be a designer, programmer, supervisor or
editor of news items created with the help of software [12] (p. 284), so adaptation of skills and training
seems more necessary than ever [27].

The legal recognition of the journalist as an author, laboriously developed through history,
is jeopardized once again. An individual approach to intellectual property (ultimately, an authors’
rights approach) is more difficult to defend and the central role in copyright law is now that of the
collective, and even of the derivative work. In the more optimistic views, this is good news for
journalists, since artificial intelligence systems-aided production may free human journalists from
heavy tasks and reserve them for an extra level of coverage [21] (p. 5,6) (reports and features, basically)
with a more added value and, following the old Berne Convention literal, a more “literary” approach.
Anyway, there are some ways to alternatively attribute authorship, or related rights, to a natural person
or a corporate entity, and in every case AIS-aided news should be attribute to someone. Preserving the
notion of authorship is extremely important in this regard. It is probably more difficult to preserve
moral rights when the weight of the tasks to produce a news item is shared between software and
a journalist, and in some way that weight should be balanced, but regarding economic rights we agree
with the conclusions of Osha et al, 2019, that they “should not differ between artificially-generated
works and regular works” [23] (p. 10). It is quite difficult, anyway, to attribute moral rights to the
inventors of designers of artificial intelligence systems, and it is even difficult to attribute them to
journalists who help produce artificial intelligence systems-aided news in countries like the United
Kingdom, for the aforementioned reasons: Article 79 of the Copyright, Designs and Patents Act, 1988,
states that the moral right “does not apply to a computer program [ . . . ] any computer generated
work” or “in relation to the publication in a newspaper, magazine or similar periodical”. Even if it may
seem a quite restrictive provision, it provides a clue about how things can be held regarding to the
specific topic of this paper.

228



Future Internet 2020, 12, 85

To this extent, it seems that there is a general agreement that, following the definition of the
Resolution of the 2019 AIPPI World Congress con Copyright in artificially generated works, “AI generated
works should only be eligible for protection by Copyright if there is human intervention in the creation
of the work and provided that the other conditions for protection are met. AI generated works should
not be protected by Copyright without human intervention”. The extreme case is when artificial
intelligence systems (AIS) are able to learn for themselves and create news autonomously, in which
case the so-called “creative agents” are machines [9], or, using the title of a symposium held in Alicante
(Spain) on the topic in 2019 [28], whether it might happen that robots can invent and create. As we
have examined before, this is not the most usual situation in media, and when it happens the output is
usually mere news, as stated in the Berne Convention on copyright, not attributable to any author,
but of economic interest for corporate entities as part of a collective work. This appears to be the
main category in these times, in which, trying to combat a structural crisis, the media industry is
aiming to defend its interests by enforcing this legal category. Another example is how the major
newspaper industry in Europe has managed to include a new ancillary, exclusive exploitation right
in the European Union’s Directive on Copyright of 2019, the so-called press publishers’ rights. Even
though in Article 17 of the Directive automated news is not mentioned, this literal could be eventually
used to defend the media’s economic interests, with no need to compensate any human author.

The general trend should be, in our opinion, to concede that there is some originality whenever
some human intervention is required at some step of the journalist routine, and some guidance, pattern
providing, instruction, deep revision of news items is provided before publication. Personal authorship
should not be conceived as a romantic conception of the sole creation of a work due to an individual
inspiration, but to any intellectual skill required to place in the market a work to be properly and
coherently understood by human people. Even in some more unclear cases, the responsibility of the
corporate entity in the production and insertion of such a product in a collective work should be
a sufficient condition to secure a neighboring, ancillary right or even a sui generis right generated by
the responsibility in providing instructions to structure databases (not such other things are digital
media in these days) and design interfaces to exploit them [23] (p. 7). A balance between the rights
of the investors, the inventors and the workers is needed, as they are the rights of the audience and
public knowledge. In this sense, a revision of the duration of rights is needed, and much shorter rights
are foreseen to help enter artificial intelligence systems-aided news into the public domain.
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Abstract: Autonomously driving delivery robots are developed all around the world, and the first
prototypes are tested already in last-mile deliveries of packages. Estonia plays a leading role in this
field with its, start-up Starship Technologies, which operates not only in Estonia but also in foreign
countries like Germany, Great Britain, and the United States of America (USA), where it seems to
provide a promising solution of the last-mile problem. But the more and more frequent appearance of
delivery robots in public traffic reveals shortcomings in the regulatory framework of the usage of these
autonomous vehicles—despite the maturity of the underlying technology. The related regulatory
questions are reaching from data protection over liability for torts performance to such mundane
fields as traffic law, which a logistic service provider has to take into account. This paper analyses
and further develops the regulatory framework of autonomous delivery robots for packages by
highlighting legal implications. Since delivery robots can be understood as cyber-physical systems in
the context of Industry 4.0, the research contributes to the related regulatory framework of Industry 4.0
in international terms. Finally, the paper discusses future perspectives and proposes specific modes
of compliance.

Keywords: delivery robots; autonomous transport; last-mile distribution; regulatory framework;
Industry 4.0

1. Introduction

Within the last years, many initiatives towards smart manufacturing have been initiated in order
to re-establish and regain a significant industrial share in the economy [1,2]. A promising concept is the
fusion of the virtual and the real worlds of manufacturing to realize concepts for smart manufacturing
and logistics by using cyber-physical systems (CPS) and dynamic production networks in order to
achieve flexible and open value chains in the manufacturing of complex mass customization products.
The German concept of smart production and logistics, Industry 4.0, goes even beyond these objectives,
as Industry 4.0 aims to comprise also energy and resource efficiency, increased productivity, shortening
of innovation, and time-to-market cycles [3]. Internet–based linked machine-to-machine (M2M)
communication and interaction pave the way to cross-company production and logistics processes
enabling the design and control of the entire supply chain of a product during its full life time, i.e., from
product design to logistics, distribution, and post-production services [4,5]. Consequently, Industry 4.0
leads to new supply chain paradigms on complex and intertwined manufacturing networks with a
high degree of fragmentation and low entry barriers for small and medium enterprises (SME) as well
as new R&D strategies, cross-national value chains, and new business models [2,6–8].

Despite the importance of logistics and distribution for the Industry 4.0 concept, a concise
literature revue reveals that the last-mile problem has not been discussed by scholars in the context of
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Industry 4.0 so far. Nevertheless, the last-mile problem has been subject to a large number of scholars
in the context of retailing and e-commerce [9–12]. Lee and Whang point out innovative e-fulfilment
strategies for orders to contribute to solve the last-mile problem [13]. Song et al. addressed the
last-mile problem from the transport point of view (here transport impacts of collection and delivery
points), whereas Boyer et al. conducted their research by utilizing a simulation on the base of vehicle
routing software, investigating the relationship between customer density, delivery window length,
and delivery efficiency [14,15].

Existing M2M concepts are mainly researched by technical scholars so far. Cha et al. discuss
different use cases for M2M communication together with common security requirements to clarify
the security requirements on M2M systems [16]. Their business cases include logistics-related
M2M applications and come to the conclusion that information security and trustworthiness of
the operations involved grows from the predictability and observability of the behaviour of the
devices. Wu et al. investigated M2M systems in the context of embedded internet and identified
low cost/high performance devices, scalable connectivity, and cloud-based device management
and services as vision for the Internet of Things [17]. By considering M2M cases for mobility
support, they investigated frame conditions for standards and M2M networks. Zhang et al.
highlighted—besides security issues—self-organization and quality of service support as important
factors for M2M-communication [18]. Self-organization was stressed due to low human intervention
as a major requirement for M2M systems, which for that aim ought to comprise self-configuration,
self-management, and self-healing. The quality of service requirements was emphasized against the
background of possible applications, which could become life critical (e.g., in medical contexts).

This paper will focus on the niche of autonomous self-driving package delivery robots that are
used for intra-supply chain transport in Industry 4.0 networks as well as for the delivery to the client
on the last mile. The research concentrates on the regulatory framework for those autonomous delivery
robots, as existing research rather addresses self-driving passenger vehicles [19]. Since the research
issue of this paper is placed in a global business sector of high dynamics and ongoing innovation
activities, it is impossible to give a comprehensive insight in all facets and to discuss all topics in
detail. Therefore, the authors study the case of one important player in the field of delivery robots,
the Tallinn-based start-up Starship Technologies, which produces and develops delivery robots that
can technically be considered as self-driving package box vehicles bridging the last mile.

The paper highlights the current status of autonomous delivery robots for distribution and
investigates the related regulatory framework for the use of these self-driving vehicles. As the authors
consider delivery robots as parts of M2M supply chains in the context of Industry 4.0, the starting point
of the research is an overview on the existing regulatory framework for Industry 4.0. The research uses
an empirical analysis based on semi-structured expert interviews, research group meetings, secondary
data, and results from case studies that are gathered from Estonian start-up companies. Starship
Technologies is placed in Tehnopol in Tallinn and maintains a close research cooperation with Tallinn
University of Technology, which allows for an empirical validation of the research results.

2. Theoretical Background

The still growing e-commerce market volumes raise the question of efficient product delivery
to the client. The last-mile delivery includes three stakeholders, namely the seller, an intermediary
and the client. Punakivi et al. still discussed the last mile-issue in the traditional context of B2C and
e-commerce; they proposed an unattended reception of goods which could reduce home delivery
costs by up to 60% [10]. The unattended delivery approach is based on two main concepts, being the
reception box concept and the delivery box concept: The reception box is installed at the customer’s
garage or home yard, whereas the delivery box is an insulated secured box that is equipped with a
docking mechanism. Based on simulation results, the authors came to the result that home delivery
solutions enabling secure unattended reception are operationally the most cost-efficient model for
last-mile distribution. They also confirmed that a secured delivery box solution potentially enables
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a faster growth rate and higher flexibility of the investments because of a smaller investment being
required per customer.

2.1. Industry 4.0

Within the last years, many innovative manufacturing initiatives have been started all over
the world, driving for re-establishing and regaining a significant industrial share in the economy.
Many of them embrace the fusion of the virtual and the real world based on cyber-physical systems
(CPS), leading to smart manufacturing and logistics networks towards flexible and open value chains
to be able to meet the demands of mass customization products in series up to lot size 1 [3,4]. In
Germany, the most important industrial EU country, this approach has been called “Industry 4.0”.
A deeper analysis of the objectives of Industry 4.0 reveals that Industry 4.0 targets beyond the
use of cyber-physical systems and dynamic supply chain networks also to energy and resource
efficiency, shortening of innovation, and time-to-market cycles, as well as a rise in productivity through
internet–linked machine-to-machine (M2M) communication and interaction [3–5]. In this sense,
Industry 4.0 represents nothing less than the fourth industrial revolution, comprising three-dimensional
(3D) printing, big data, Internet of Things, and Internet of Services, i.e., all of the ingredients that are
needed to facilitate smart manufacturing and logistics processes [3,4].

Meanwhile, new technological innovations implemented into new business models opened up
new solutions to bridge the last-mile to the client by using drones and delivery robots, and food
and grocery services gaining first experiences in the use of autonomous devices [20]. By transferring
the traditional delivery box concept of Punakivi et al. into an Industry 4.0 context, a corresponding
approach should take account of the options of internet–linked manufacturing and logistics [10].
Mainly technical scholar studied M2M systems and the realization of autonomous logistics agents in the
context of Industry 4.0. Cha et al. studied business cases, including logistics-related M2M applications,
and Wu et al. investigated M2M systems in the context of embedded internet and identified low
cost/high performance devices, scalable connectivity, and cloud-based device management and
services as vision for the Internet of Things [16,17]. By considering M2M cases for mobility support,
they investigated frame conditions for standards of M2M networks and Zhang et al. highlighted
self-organization and self-management as important factors for success M2M systems due to low
human intervention as a major requirement [18]. Several scholars came to the same conclusion
by stressing self-organisation and self-optimisation as success factors to cope with requirements of
Industry 4.0 [2,8,21]. Based on these principles—together with wireless internet technologies, artificial
intelligence concepts and M2M technologies—some entrepreneurs founded start-ups to develop
autonomous transport devices on the base of Industry 4.0 related concepts in order to serve the
last-mile delivery more or less autonomously.

Parallel to technical and economic issues also the discussion of a regulatory framework for
Industry 4.0 enjoyed high importance. Already Kagermann et al. dedicated a full chapter to the
regulatory framework in their recommendations for implementing the strategic initiative Industry 4.0.
They highlighted the requirement to reconcile regulation and technology, i.e., they postulated the
formulation of criteria to ensure that the new technologies comply with the law and development
of the regulatory framework in a way that facilitates innovation. Special emphasis was laid on the
protecting of personal and corporate data, liability issues, and trade restrictions ([3], pp. 58–61). For the
implementation of such a regulatory framework, they proposed a mix of instruments comprising
regulatory, technical and policy elements, and they pointed out the special importance of the inclusion
of SME sector.

2.2. Delivery Robots

After an initial hype about delivery with flying drones, in recent times land-based delivery robots
are in the focus for the last-mile [20]. Since these robots have to share their space with other transport
devices or moving people, their preferred operation areas are suburbs and areas where the traffic is
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comparatively low. In these areas, autonomous delivery robots have a competitive advantage when
compared to other delivery modes, and the underlying business model emphasizes the cost advantage
for the last-mile delivery, which is estimated to be less than 1€ per unit/delivery, which is—depending
on the salary level of the respective location—up to 15 times less than current costs [22]. For the
customer, additional convenience is gained by the aspect that robot delivery provides a 15-to-20 min
delivery window as standard, which is a much more precise specification than for traditional delivery,
which so far is only able to provide the a general date (calendar day) beforehand.

Today, the key players of last-mile delivery consists of established delivery companies, including
traditional logistics service providers as DHL, UPS, and others, but also a range of new startups
focusing on the development of delivery robots that grow all around the globe. The most important
business areas of delivery robots are currently perishable goods as food and flowers, but also
applications in retailing and warehousing sector are possible in the context of automated warehouses.
A closer view into the main startup funding landscape reveals that about 50% of all investment sums
are dedicated to enterprise robots, which comprise industrial automatization for manufacturing, heavy
industry, as well as delivery robots [23]. According to a study of International Data Corporation,
the industry and the manufacturing sector will continue to be the largest purchaser of robots and
related services, and the worldwide spending on robotics that reached the $100 billion level in 2017
is forecasted to be more than doubled until 2021 [24]. Nevertheless, the robot sector today realized
that deliveries to costumer sector are predicted to represent the fourth largest growth till 2021, with a
compound annual growth rate of about 60%. A deeper insight into the scene of land-based delivery
robots shows that start-ups as Marble, Teleretail, Dispatch, or Starship Technologies were able to attract
funding in the range of several million Euro [24].

Concerning the regulatory framework for delivery robots, the discussion is still open. On one
hand, it is possible to build on the steps towards a regulatory framework for Industry 4.0; on the other
hand, it is also possible to follow the discussions that are taking place in the context of autonomous
mobility. Scheurs and Stewer worked on a regulatory framework of autonomous driving and
analyzed the political, legal, social, and sustainability dimensions of mobility. Their investigations
highlighted competitiveness, innovation, safety, harmonization, and coordination ([19], pp. 151–173).
Their research based on empiric results from development in several countries as well as on the United
Nations (UN) convention on road traffic. Basu et al. have recently researched the legal framework
for small autonomous agricultural robots [25], but as “agribots” roam usually only on private land,
the unresolved traffic law dimension has not been covered by their paper. This paper continues
the regulatory framework path of Industry 4.0 by perceiving delivery robots as part of Industry 4.0
environment. Consequently, the research concentrates on liability issues, data protection, privacy, and
legal developments around delivery robots.

3. Methodology

This paper highlights the current status of autonomous self-driving package delivery robots
that are used for intra-supply chain transport in Industry 4.0 networks, as well as for the delivery
to the client on the last mile. The research is based on semi-structured expert interviews, desktop
and secondary data analysis, and a case study of Tallinn based start-up Starship Technologies Ltd.
representing an important player in the branch of self-driving package box vehicles bridging the mast
mile. The empirical activities were executed between September 2017 and May 2018.

It is not the aim of this paper to give a comprehensive overview of the sector of autonomous
delivery robots, which is impossible due to the large number of developments in this sector.
Nevertheless, the paper highlights technical, legal, and regulatory issues that are evolving with
the development of autonomous delivery robots. Autonomous delivery robots are placed in the
context of Industry 4.0 and M2M systems so that exiting concepts are firstly applied to case of delivery
robots. In the sequel, actual issues that are related to liability and data protection are discussed.
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Finally, social-technical aspects and possible legal solutions are discussed and an outlook for tentative
developments is discussed. Therefore, the research questions are:

RQ 1: How do autonomous delivery robots work, and how are they defined in the context of liability?
RQ 2: Which regulatory frameworks apply on delivery robots?
RQ 3: Where does the current use of delivery robots conflict with these frameworks, and what shall

users be advised to prevent violations?

Literature review reveals a research gap in the listed research questions. In addition, a case study
of one of the most important start-ups for delivery robots is given to discuss and to empirically verify
the research. For this purpose, the empirical evidence in this paper is based on the qualitative research
style [26]. Here, the complexity of the research question requires personal interviews and a qualitative
approach. The willingness to answer questions in a greater depth and in an open discussion can only
be achieved by personal and individual conversations with selected interview partners. Furthermore,
the field of delivery robots addresses a quickly developing innovative sector, so that a large part of the
information is confidential; the research has to balance between novelty of science and the business
secrets of the investigated companies.

For this, surveys, interviews, and workshops that have been conducted by the authors during the
European projects, together with experts from business, ICT, and law, as well as from the start-up sector.

4. Case Study: Starship Technologies Ltd

Starship Technologies Ltd. was founded in 2014 by Skype co-founders Janus Friis and Ahti Heinla
in Tallinn with the aim to tackle the last-mile problem by developing autonomous delivery robots.
Today, Starship Technologies is a European technology startup with subsidiaries in Estonia, the United
Kingdom (UK), and USA, which has built the first commercially available autonomous delivery robots
in order to “revolutionize the local delivery industry” [22]. Starship claims to be environment-friendly
as well, as Starship robots do not emit CO2 (while—of course—the electric power plants do). It also
claims that their robots contribute to reduce on-road traffic and thus congestions, and that Starship
provides a solution for retailers and logistics firms to increase supply chain efficiencies and reduce costs.

Starship’s small self-driving vehicles with a weight of less than 20 kg are electric-powered and are
designed for driving on sidewalks with a speed of maximal 6 km/h, being capable to locally deliver
their goods within 15–30 min and within a radius of up to 5 km for a price of under 1 Europer delivery.
The robots are able to deliver freight of up to 10 kg for a shipment price which is up to 15 times
lower than the normal price for last-mile deliveries in high-salary level economies, which makes
the delivery robots interesting for e-commerce applications as well as for food deliveries or postal
services. In practice, Starship delivery robots have been tested already by online food ordering service
providers in Tallinn (Volt), as well as by Domino’s pizza delivery services to use them as “personal
delivery devices”.

To safeguard safe circulation, the robots are equipped with a couple of sensors and tracking
systems comprising nine cameras, GPS, and an inertial measurement unit (IMU) for special orientation.
They are also equipped with microphones and speakers enabling them to communicate with humans.
Even if the robots are called autonomous vehicles, they, at present, are only self-driving around 90% of
the time; the remainder—mainly complex road crossings and the final meters to the receiver—the robot
will be remote-controlled from a command centre, which is linked via Wi-Fi and telecommunication
networks. While their entire journey, the robots are continuously supervised by a responsible, natural
person, i.e., the contact with the command centre is not only established if the robot’s autonomous
operation fails. This remote-control means that the operation of a delivery robot implies a permanent
exchange of data, including life-video transfer, between the robot and the control centre via public
telecommunication networks.

The underlying cost engineering strategy at Starship Technologies focusses on the use of
traditional hardware engineering in order to make sure that the robots are cheap to produce and
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that they require only basic maintenance. In terms of operational cost management, the company
tries to generate cost advantages by targeting a hybrid autonomous robot to be operable in near
future, which is able to drive entirely autonomously most of the time. In this fully-developed version,
the remote-control supervisor in the command centre has only to be involved in teleoperations via live
video link in a small percentage of time, which minimizes the operational costs of the robot.

In order to create a smart solution for bridging longer distances of delivery, the company started
collaboration with Daimler in order to develop the “RoboVan”, which forms a mobile robot hub on the
base of a MB Sprinter mini truck and would considerably extend the range of the robots. This approach
for delivery realizes a “hub and spoke” concept, which is a well-known standard model in logistics [27].
A RoboVan-Mercedes-Benz Sprinter is to that aim equipped with a storage system for 54 delivery
boxes and eight Starship robots. The Sprinter performs the long distance elements of transport as a
mobile hub and it brings the robots together with the delivery boxes right into an area were a multitude
of individual deliveries has to be performed. From this spot, the robots disembark from the RoboVan
autonomously and cover the last-mile to the client in order to individually deliver the goods to the
clients and return to the Sprinter afterwards. The approach realizes a “hub and spoke” concept with
robot delivery for the last short distance.

Starship Technologies considers its delivery robots as a supplemental form of shipment, not as a
replacement, i.e., the logistical models that can be used with robots are different than those models of
traditional delivery methods. Ahti Heinla, the co-founder of Starship Technologies, illustrated in an
interview the different areas of complementing delivery with bicycle couriers operating in very dense
urban environments, since they are able to overcome gridlocks and traffic jams, whereas autonomous
vehicle are predestinated for the delivery in suburbs with low traffic [28]. Access to the cargo in the
robots is arranged by a smartphone app, which enables the client to unlock the robot cover lid and
retrieve the goods. If someone tries to steal the robot, the cameras will take a photograph of the thief,
and alarm will sound. Additionally, multiple tracking devices can track the robot’s location via GPS,
and the remote operator is able to speak through two-way speakers with the thief; and, obviously,
the robot will stop working and will not open the cargo unit unless re-programmed by Starship.

In January 2017, Starship Technologies announced $17.2 million in seed funding for building
autonomous robots that are designed to deliver goods locally. The funding round was led by Daimler
AG and included a couple of other venture capital funds, among which were Shasta Ventures,
Matrix Partners, ZX Ventures, Morpheus Ventures, Grishin Robotics, Playfair Capital, and others [22].
This amount of seed funding makes Starship Technologies rank among the worldwide leading
companies of delivery robots for the last-mile.

5. Legal Challenges

Despite the fact that delivery robots are called autonomous, they are—for the time being—only
partly self-driving, i.e., they are remote-controlled from a control centre. This remote-control is
maintained via a permanent exchange of data between the robot and the control centre, resulting in
serious issues in terms of data protection—issues this paper intends to discuss. But initially, the fact
that the delivery makes use of public traffic area designated to pedestrians shall be analyzed from a
legal perspective – especially in terms of tort liability for eventual accidents.

5.1. Liability for Torts Inflicted by Traffic Accidents

General tort law in most legal systems provides a general claim for damages caused by any
tortious action, i.e., a civil wrong resulting in loss or damage to another person, and based on these
principles implemented into positive law in all national legal systems individually, the legal or natural
person steering the delivery robot and being in charge also of its supervision (in our case study Starship
Technologies) would be held liable for any tortious action the legal/natural person committed via its
tools—here the delivery robot—itself.
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In general, tortious liability is in many legal systems fault-based (see e.g., sec. 823 I Bürgerliches
Gesetzbuch, i.e., the German Civil Code, hereafter BGB) or subject to exculpation if the tort has not
been committed directly by the tort-feasor, but a third person for whom the tort-feasor is responsible
and who has been picked and supervised with due care (see sec. 831 BGB). In our case study, this
could be an employee of Starship working in the command centre.

In contrast to that, two constellations are generally marked by strict (i.e., non-fault-based) liability
for damages—product liability and liability under traffic law.

5.1.1. Product Liability

For the context of delivery robots, it is important that also the manufacturer of a product that
caused damage/personal injury to the user can be held liable for the tort of negligence in most Western
legal systems. In the European Union (EU) legal space, it is the Directive 85/374/EEC (Product
Liability Directive), which regulates liability for defective products, and which has been implemented,
respectively, in all EU member states national legal systems. The directive defines, “product” as all
movables—even if incorporated into another movable or an immovable (see art 2 of amendment to
directive)—which are considered by design as a completed product and imposes strict liability for any
damage that is caused by the defective product on the producer, “defective” being any product that
“does not provide the safety which a person is entitled to expect, considering, all of the circumstances,
including, the presentation of the product, such as adequacy of the warning, the use to which it could
reasonably be expected that the product would be put, and the time when the product was put into
circulation are factors” (art 6), making the standard thus objective.

As Product liability can arise from constructional defect, fabrication defects, user instruction
defects and product supervision defects—i.e., all spheres under the complete control of the producer—a
sound production and product specification, user instruction, and supervision by the producer can
limit the risks of strict liability as producer.

5.1.2. Tortious Liability under Traffic Law

This is considerably less the case for traffic law, which in most legal systems extends this liability
according to the special circumstances of public traffic. In that respect, traffic law does not only
extend the circle of debtors—i.e., not only the owner of a vehicle can be held liable, but also the driver
separately, but also imposes generally strict liability onto the vehicle owner, i.e., the owner will be
held liable for any damages caused by his vehicle in public traffic even if he did not act with intent
or negligence.

Any victims of accidents in which delivery robots were involved will thus try to apply traffic
law liability than product liability (or standard tort liability, which is usually fault-based) in order to
maximize liability, if they can. The question is thus whether delivery robots can be qualified as vehicles
participating in public traffic in standard traffic laws.

Delivery robots are starting from existing definitions for motorized vehicles, which are (only)
permitted to operate in pedestrian areas (pavements) due to their low speed and weight, a comparable
vehicle would be motorized wheelchairs (part a). The difference between e.g., these motorized
wheelchairs and delivery robots are identical to those between human-steered cars and automatic cars.
As the second difference has already been subject to regulation in various legal regimes, it can serve as
a model for a respective definition of transport robots as well (part b).

Existing Definitions for Motorized Vehicles Operating on Pavements

If the usage of motorized wheelchairs is regulated—which is not always the case—most legal
systems provide respective definitions in their street traffic and/or driving license acts. The German
StVO (Straßenverkehrsordnung/street traffic act), for instance, already provides for a very detailed
definition of motorized wheelchairs, which states in § 24 par 2 (special means of transportation),
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that “motorized wheelchairs or with wheelchairs other than those referred to in paragraph 1 may be
used wherever pedestrian traffic is permissible, but only at walking speed” [29].

The motorized wheelchair itself, however is defined in the Fahrerlaubnisverordnung (driving
licence act) in § 4 II 1 e, being a “one-seated electrically driven vehicle, which is designed for use by
physically disabled persons, has a maximum mass of not more than 300 kg including batteries but
without driver, a maximum permissible mass (including driver) not exceeding 500 kg, a maximum
design speed of not more than 15 km/H and a total width of 110 cm” [30].

While many of these criteria can be applied in delivery robots just as well as on motorized
wheelchairs, there are three criteria of the definition that would have, respectively, to be adapted, being

• “autonomously or partially autonomously electrically driven motor vehicle (criteria 1), which is
• designed for the transport of goods (criteria 2), and
• has a maximum mass of not more than (e.g., 10) kg including batteries bit without freight,

a maximum permissible mass (including freight) not exceeding (e.g., 20) kg, a maximum
design speed of not more than (e.g., 6 km/h) and a total height/width/length/ of xyz.
(criteria 3 = technical specifications).”

While the term “motor vehicle” is already internationally defined in Art 1 p of the Road Traffic
Convention of 1958” (further: The 1958 Convention) [31], being a “power-driven vehicle which is
normally used for carrying persons or goods by road or for drawing, on the road, vehicles used for the
carriage of persons or goods,” the definition of autonomous or partially autonomous steering devices
requires clarification.

Adapting Regulations for the Needs of Delivery Robots

An essential criteria permitting motorized wheelchairs to operate in public traffic (which includes
pedestrian areas) is their conformity with the general principle “Every moving vehicle or combination
of vehicles shall have a driver”, as stated in art. 8 par. 1 of the 1958 Convention; they do also comply
with art. 8 par 5 “Every driver shall at all times be able to control his vehicle or to guide his animals”, and art
13 par 1 “Every driver of a vehicle shall in all circumstances have his vehicle under control so as to
be able to exercise due and proper care and to be at all times in a position to perform all manoeuvres
required of him”.

As all autonomously driven vehicles—i.e., vehicles which are not constantly monitored by the
driver—are thus inadmissible according to the provisions of the 1958 Convention, the Working Party
on Road Traffic Safety (WP.1), which is responsible for the regulation of these issues for the United
Nations Economic Commission for Europe, has decided [32] in their 68 meeting (24 to 26 March 2014)
to propose to adapt the 1958 Convention to the needs of automated traffic by supplementing art 8 of
the 1958 convention with an additional paragraph 5b is, which states that

“Vehicle systems which influence the way vehicles are driven shall be deemed to be in
conformity with paragraph 5 of this Article and with paragraph 1 of Article 13, when they
are in conformity with the conditions of construction, fitting and utilization according to
international legal instruments concerning wheeled vehicles, equipment and parts which
can be fitted and/or be used on wheeled vehicles. Vehicle systems which influence the
way vehicles are driven and are not in conformity with the aforementioned conditions of
construction, fitting and utilization, shall be deemed to be in conformity with paragraph 5
of this Article and with paragraph 1 of Article 13, when such systems can be overridden or
switched off by the driver.”

If transport robots are intended to operate in public traffic, then they would have to comply with
these criteria as well. A definition of criterion 1 would thus have to either refer to 5 bis of the 1958
Convention or implement these definitions directly.

Against this background, delivery robots could be defined as follows:
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“A transport robot is an autonomously or partially autonomously electrically driven motor
vehicle, which is designed for the transport of goods, and has a maximum mass of not
more than (e.g., 10) kg including batteries bit without freight, a maximum permissible
mass (including freight) not exceeding (e.g., 20) kg, a maximum design speed of not more
than (e.g., 6 km/h) and a total height/width/length/ of xyz. A motor vehicle shall be
seen as autonomously or partially autonomously operated, when its steering systems
are in conformity with the conditions of construction, fitting and utilization according
to international legal instruments concerning wheeled vehicles, equipment and parts which
can be fitted and/or be used on wheeled vehicles. Vehicle systems which influence the
way vehicles are driven and are not in conformity with the aforementioned conditions of
construction, fitting and utilization, shall be deemed to be in conformity with this Article,
when such systems can be overridden or switched off by the driver.”

At present, a respective adaption of national traffic laws has not taken place yet, but various
States will implement the UN’s Working Party on Road Traffic Safety’s in near future, and they will
define delivery robots in very similar (if not identical) terms, as proposed above, making delivery
robots objects to public traffic laws as well. But even as by definition until then delivery robots will not
be included in public traffic law, judges do have to the discretion—provided that their respectively
applicable national traffic law provides for a sufficiently broad definition of vehicles—to include
delivery robots onto the scope of liability of present-day public traffic law.

Transport companies or sellers directly delivering their goods themselves should thus be aware
of an eventual strict liability under public traffic law applying on delivery robots already today and
take measures by addressing local traffic authorities and asking them to clarify the “liability status” of
delivery robots in the receptive jurisdiction. In the case of coverage of delivery robots by the respective
traffic law, they should be aware of the risk of strict liability, and, if they do wish to take that risk,
take preparative measures as e.g., insuring themselves for this liability.

5.2. Delivery Robots and EU Data Protection

The information that is collected by design by most delivery robots (Starship robots, for instance,
are equipped with six cameras) for various purposes—eventual accident documentation, building up
maps of efficient delivery trajectories and the like—is of considerable commercial value, not only to
the user of delivery robots, but also to state authorities, competitors, or the producer of delivery robots
seeking to improve their product development; data protection is thus one of the central legal issues
for delivery robots.

In 2016, the European Commission, the European Parliament, and the Council of the European
Union approved the General Data Protection Regulation [33], which entered into force on 25 May 2018
and replaces the Data Protection Directive of 1995 [34]. The General Data Protection Regulation
(GDPR) aims to strengthen and unify data protection for all individuals within the European Union
and addresses especially the export of personal data to countries outside the EU. One important
highlight of the GDPR is its endeavour to “return control” to citizens and residents over their personal
data and to harmonize the regulatory framework for international business by unifying the regulation
within the EU. As an EU regulation, the GDPR applies directly in all EU member States, i.e., it does not
require national governments to pass any enabling legislation.

The key term of the GDPR is personal data that are considered to be “sensitive” under the
condition that they revealing racial or ethnic origin, political opinions, religious or philosophical
beliefs, trade-union membership, genetic data, biometric data processed solely to identify a human
being, health-related data, and data concerning a person’s sex life or sexual orientation ([33], p. 679,
Article 4(13)–(15); Article 9; Recitals (51)–(56)). The GDPR defines ‘personal data’ as any information
relating to an identified or identifiable natural person (‘data subject’). An identifiable natural person is
any person who can be identified, directly or indirectly, in particular, by reference to an identifier, such
as a name, an identification number, location data, an online identifier, or to one or more factors that
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are specific to the physical, physiological, genetic, mental, economic, cultural, or social identity of that
natural person. In addition to that, a catalogue of examples for “personal data” provides examples of
information relating to an individual, whether it relates to his or her private, professional or public
life, e.g., name, home address, photographs, e-mail address, bank details, posts on social networking
websites, medical information, or a computer’s IP address [35].

This personal data must be processed fair, lawful and transparent, whereas consent of the data
subject is the main (but not only) criteria for lawfulness and also the core principle of data processing
in general: ‘The controller shall be able to demonstrate that the data subject has consented to the
processing of his or her personal data and the data subject shall have the right to withdraw his or her
consent at any time” (Article 7), and the content has to have been provided explicitly, i.e., not inferred
by mere implied behaviour.

Non-compliance with the strict data protection rules can cause severe penalties of up to 4% of the
global turnover of a company or €20 Million ([33], Article 83). Under GDPR, organizations in breach of
GDPR can be fined up to 4% of annual global turnover or €20 Million (whichever is greater). This is
the maximum fine that can be imposed for the most serious infringements e.g., not having sufficient
customer consent to process data or violating the core of Privacy by Design concepts. There is a tiered
approach to fines e.g., a company can be fined 2% for not having their records in order ([33], Article 28),
not notifying the supervising authority and data subject about a breach or not conducting impact
assessment. Besides, also individuals may bring civil actions additional to measures taken by state
authorities against violators.

The GDPR differentiate between the “data subject”, the “controller”, and the “processor”. The EU
resident who represents the client of the delivery takes the role of a “data subject”. In order to clarify
the data controller and data processor in the case of the delivery robot it is necessary to refer to Article
4 of the GDPR that defines a ‘controller’ as the “natural or legal person, public authority, agency or
other body which, alone or jointly with others, determines the purposes and means of the processing of
personal data; where the purposes and means of such processing are determined by Union or Member
State law, the controller or the specific criteria for its nomination may be provided for by Union or
Member State law”; whereas the ‘processor’ means a “natural or legal person, public authority, agency
or other body which processes personal data on behalf of the controller” ([33], Article 4).

By applying Article 4 to the case of the delivery robot that distributes e.g., pizzas for Mario’s
Pizzeria, the client who ordered and receives the pizza represents the data subject, while Mario’s
Pizzeria that uses the delivery robot for distributing the pizza to the client represents the data processor.
If it is now assumed that Mario’s Pizzeria subcontracted for the delivery of their pizzas via delivery
robots Starship Technologies, i.e., Starship Technologies owns and controls the delivery services, then
Starship Technologies is the data controller in the sense of GDPR. This distinction is important for
compliance considerations, as GDPR treats the data controller as the principal party for responsibilities,
such as collecting consent, managing consent-revoking, enabling right to access, and other things.
Thus, a data subject who wishes to revoke consent for his or her personal data will therefore contact
the data controller to initiate the request, even if such data is stored on the servers of the data processor.
In the case of such a request, the data controller has then to forward the request to the data processor
in order to remove the revoked data from its server. In doing so, GDPR applies to all processes,
irrespective of whether the organization is located inside or outside EU, and it introduces direct
obligations for data processors as well as the situation to be subject to penalties and civil claims.
This represents an important difference to the old Directive that only holds data controllers liable for
data protection noncompliance. Thus, by recalling again Article 28(1), data controllers, i.e., customers
of data processors, should only choose processors that comply with the GDPR in order to avoid
penalties themselves.

Applying the GDPR on autonomous delivery robots, a first controversial issue arises in terms of
the personal data collected and transmitted during the last-mile-delivery of such robots. As in any other
delivery process as well, personal data of the client are necessary to fulfil the 6R of logistics, i.e., to bring
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the right product, at the right time, in the right quantity and quality, to the right destination with the
right costs [27]. The corresponding personal data include the address, financial, and biographical data
plus personal consummation data that result from the business relationship with the client. Anyway,
the sensitive data concerning the GDPR are less than those data that are needed and collected to
steer the autonomous delivery robot from the starting point of the delivery to the final destination;
simple address specifications are a precondition to contract performance, and its collection and
storage does thus not violate the GDPR, as it is matches the purpose limitation. More problematic are
pictures, sound recordings and films taken by delivery robots in order to provide evidence in case of
eventual accidents in which the robots where inflicted—material that inevitably also contains visual
and audio information on human individuals moving in the direct vicinity of the robots. These data
are collected in public spaces, and these photos, sound recordings and video sequences of natural
persons are considered as “personal data” by the GDPR. These data are exchanged via internet and
telecommunication networks, before they are partly considered and analysed by control personal and
their IT-systems. Later, the data is stored in databases of the delivery control centres of companies.

These robots could also violate Article 25 of the Regulation, which calls for the implementation of
privacy by design or privacy by default (PbD).

Privacy by default means that data controllers have to implement appropriate and technical
measures in order to ensure that, by default, only personal data necessary (and at the necessary
amount, period of storage, and accessibility) for the respective specific purpose of processing are
processed. Article 23 supplements this principle by the duty to ensure that, by default, this personal
data is not accessible without individual intervention to an indefinite number of natural persons.
Appropriate measures are mentioned in Article 28(1) to provide “sufficient guarantees to implement
appropriate technical and organisational measures in such a manner that processing will meet the
requirements of the regulation and ensure the protection of the rights of the data subject”. Article 32
continues demanding the “Security of processing” by “taking into account the state of the art, the costs
of implementation and the nature, scope, context and purposes of processing as well as the risk of
varying likelihood and severity for the rights and freedoms of natural persons. These objectives shall
be implemented by appropriate technical and organisational measures to ensure a level of security
appropriate to the risk, including inter alia as appropriate:

(a) the pseudonymisation and encryption of personal data;
(b) the ability to ensure the ongoing confidentiality, integrity, availability and resilience of processing

systems and services;
(c) the ability to restore the availability and access to personal data in a timely manner in the event

of a physical or technical incident; and,
(d) a process for regularly testing, assessing and evaluating the effectiveness of technical and

organisational measures for ensuring the security of the processing.

Unfortunately, Article 32 of the GDPR is not very clear by defining suitable technical and
organizational measures that a company should adopt to comply with the regulation. But, in order to
supervise the compliance within organizations a Data Protection Officer has to be appointed who shall
be involved in all issues relating to the protection of personal data and who shall work independently,
monitor the compliance with the GDPR, report to the highest management level, is reachable by data
subjects, and cooperate with the supervisory authority ([33], Article 37–39).

Once data falls into the scope of application of the GDPR, the regulation provides strict instructions
on how these data may be used. As the autonomous delivery robot itself as a device collects, processes
and transfers user data article 25 of the GDPR concerning data protection by design and by default,
i.e., the autonomous robot system has to take appropriate technical and organisational measures for
“ensuring that, by default, only personal data which are necessary for each specific purpose of the
processing are processed. That obligation applies to the amount of personal data collected, the extent
of their processing, the period of their storage and their accessibility. In particular, such measures shall
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ensure that by default personal data are not made accessible without the individual’s intervention to an
indefinite number of natural persons” ([33], Article 25, Recitals 78). Consequently, the producer of the
delivery robot has to safeguard that data protection measures have been taken, e.g., pseudonymization
of personal data by the controller in an early stage of data collection, and as the communication between
the robot and the remote control centre is executed via wireless links, the personal data (including
photos and video sequences) have to be encrypted. Secondly, the data collection of the robot must be
limited to what is necessary and transparency has to be safeguarded “with regard to the functions
and processing of personal data in order to enable the data subject to monitor the data processing
and the controller to create and improve security features” ([33], Recital 78). This requires that all
obtained user data must be accessible and portable in order to enable any EU resident assuming that
his personal data were collected by the robot (i.e., photos and videos) is provided with the possibility
to request these data in a widely-compatible format, enabling him to verify which data exactly have
been obtained. Thirdly, “the principles of data protection by design and by default should also be
taken into consideration when developing, designing, selecting, and using applications, services and
products that are based on the processing of personal data or process personal data to fulfil their task,
producers of the products, services and applications should be encouraged to take into account the
right to data protection when developing and designing such products, services and applications and,
with due regard to the state of the art, to make sure that controllers and processors are able to fulfil
their data protection obligations” ([33], Recital 78).

But, it is not only the producer, processor, and the controller of the delivery robot who may by
held liable for GDPR violations; also telecommunication service providers the processor and/or the
controller may make use of in order to transmit data from the delivery robot via the telecommunication
service provider’s network has to comply with the GDPR, i.e., take respective technical protection
measures and store this data only within the limits of Art 25 GDPR.

Starship’s Regional Business Manager for Central Europe, Hendrik Albers, recently addressed
the GDPR explicitly in the context of innovative disruptions [22]. Albers warns to not over-regulate
the European data protection regime and proposes to create a feasible balance between innovation
and privacy for consumers. In the case of Starship, the company has according to Hendrik Albers
developed very precise routines to ensure that this balance is kept. In Albers’ opinion, most companies
that collect customer data do so either way rather in order to benefit the customer than to market
client data in order to generate profits. He thus emphasizes a privacy approach that leaves sufficiently
large freedom to companies. In the case of delivery services he points out that there is an essential
need to know where the customer is located in order to deliver the goods as close as possible to the
customer. In addition to that, the delivery service also requires to be informed about several personal
details in order to provide for an efficient organization of the delivery of items, as the customer would
not be able to receive the freight if the regulation excessively prohibited the collection of one of these
essential parameters.

While it may not be surprising that Albers takes a rather liberal approach on (not) subsuming
Starship robots’ activities under the GDPR, it has to be admitted that, indeed, in the case of delivery
services, especially in the case of autonomous delivery robots that are partly remote-controlled
via telecommunication networks, the main focus in area of privacy is still on the costumer data,
which happens to be the least controversial aspect. The collected personal data that are collected by
the sensors, microphones, and cameras, and which are transferred via telecom links are until now not
on the top of the agenda—in spite of obvious violations of the GDPR by many default technical data
collection settings.

The organization environment of the delivery robot control must be able to demonstrate
compliance with the GDPR, i.e., the data controller should implement measures that meet the principles
of data protection by design and data protection by default. Furthermore, the data controller is
responsible to implement effective measures and it must be able to demonstrate the compliance of
processing activities even if the processing is carried out by a data processor on behalf of the controller.
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Article 25 states that Data Protection Impact Assessments have to be conducted when specific risks
occur to the rights and freedoms of data subjects, and Articles 37–39 state that Data Protection Officers
have to ensure compliance within organizations. In the case of non-compliance of these three main
rules, strict penalties apply, starting with 20 Mio € and reaching up to 4% of the company’s global
turnover. In addition to that, one should keep in mind that there is no grace period, i.e., the GDPR is in
full effect since 25 May 2018.

6. Findings and Discussion

Delivery robots as part of the last-mile B2C-distribution raise currently considerable attention and
represent a growing business sector that is driven by traditional logistics service providers, but also by
a number of start-ups that are located all around the globe. The existing devices are still in the test
phase, and the considered cases show that the main area of operation is in food, flower, and grocery
business where the robots are charged and unloaded by humans. The case of Starship Technologies
reveals that the delivery robots can be considered as cyber-physical systems (CPS), since they are
self-organised, self-optimized, and internet-linked—but they are autonomous only up to 90%, i.e.,
full self-organization is still a future issue [3].

Other important features of Industry 4.0 publications are related to internet-based linked
machine-to-machine-communication and interaction as well as the ability to get integrated into
cross-company processes safeguarding the capability to operate in a networked manufacturing and
logistics environment [3–5]. Here, research shows that M2M-technologies are today only partly
realized—e.g., in the RoboVan solution, where the van acts as a hub that communicates with the
delivery robots as feeders. But, a self-guided and M2M-based organization of delivery robots
that integrate themselves into the full supply chain and realize autonomously the last-mile of the
delivery without media discontinuity, i.e., without intervening of human work-force, is still to come.
A benchmark for such a system is the pilot project “AMATRAK” at ISL Bremen, which realized a
self–guided container transportation system, where containers are able to choose and book suitable
and optimal transportations means, according to their own needs [2].

The competitive advantage of autonomous delivery robots as compared to other delivery modes
is the low cost of less than 1€ per unit and delivery, which makes them up to 15 times cheaper than
traditional delivery services. Their limited delivery radius, together with the fact that land-based
delivery robots have to share the sidewalk with pedestrians and other traffic, make their preferred
area of operation suburbs and low-density traffic areas, which makes them a delivery service mainly
supplementing the existing ones.

Another important aspect which has not been in the focus of discussion in robot-friendly circles is
the question to which degree society would in fact be ready to accept an excessive use of delivery robots.
The shared use of sidewalks between delivery robots and pedestrians cause already today considerable
acceptance problems in some places, which are expressed in different legal frame conditions, depending
on the location. Some of them can seriously endanger the business model of delivery robots: Whereas,
e.g., Estonia already has adapted its traffic laws for the shared use of space for humans and robots (see
reform act on Estonian traffic act from 14 June 2017 on amendments of Section 2 of the same act) [36],
other countries are still hesitating. A closer look to the USA reveals that not all parts of society welcome
sharing sidewalks with robots by nature. Currently, a number of United States (USA) States allow for
robots to participate in the traffic and adapted accordingly their state traffic laws. At the same time,
within some States certain cities or municipalities formulated their own traffic law concerning robots,
which makes the USA a much diversified legal patchwork with changing and partly contradicting laws
for robot operations in traffic. Recently, the case of San Francisco’s anti-robot laws gained extensive
media coverage when they banned autonomous delivery devices from most sidewalks entirely and
permitted them only in low-foot traffic zones [37]: While in those places where few specimen roaming
around on selected cities’ walkways today are well respected and are observed with curiosity, the public
perception is starting to deteriorate in some cities with a higher “population” of delivery robots—for
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instance, in San Francisco the local government passed in early December 2017 strict regulations on
delivery robots, capping permissions for robots “at three per company, and nine total at any given
time for the entire city. The robots will now only be allowed to operate within certain industrial
neighbourhoods, on streets with 6 ft-wide sidewalks, and must be accompanied by a human chaperone
at all times” [38]. The city reacted this way to protests by a “coalition of residents, pedestrian advocates,
and activists for seniors and people with disabilities”, claiming that “sidewalks are not playgrounds for
the new remote controlled toys of the clever to make money and eliminate jobs” [38].

Besides this ongoing regulatory discussion around the world, another important frame condition
is dedicated to the allowed weight of delivery drones. Both US States Virginia and Idaho allow for
robots to operate autonomously, but, in Virginia, the law allows for land-based robots to operate up
to a weight of less than 50 pounds, in Idaho the legal weight limit is 80 pounds. These discussed
examples point out that delivery robots face a scattered landscape of legal regulations even within
individual nations, which makes their operation decisively more difficult.

Finally, the new EU data protection regulation formulates new challenges for the development and
operation of delivery robots. The considered cases disclose that, until now, data protection issues are
not ranging in the top of agenda of the delivery robot world. But, since the new European General Data
Protection Regulation took effect on 25 May 2018, a huge set of data necessary to operate a delivery
robot have to be considered as personal data that are not only locally processed in the robot, but are
also transferred and stored via internet links. Consequently, the applicable new data protection rules
have to be taken into account in the design of the robots. Although partly, there may be a legitimate
interest of the user/controller for collecting and processing in order to prevent harm to bystanders and
to maintain integrity of the robot, interviews with the management and developers [22] have shown
that there is little to no awareness that any collection of personal data from any human individual in
the vicinity of the moving robots beyond the absolute necessary (PbD) requires the explicit consent
from the respective individual, which is practically impossible to obtain, meaning that the GDPR is
generally violated by delivery robots that are collecting this information.

This research show that the new EU General Data Protection Regulation requires a higher level of
attention in the whole sector of delivery robots.

7. Conclusions

Delivery robots by design seem to provide the “missing link” between wholesale logistics and the
consumer, and expectations that they will considerably contribute to solve the last-mile-problem in
near future are well-founded. The current technical solutions are realizing only partly the Industry 4.0
concepts, but a closer view to funding and growth indicators reveal that the whole robot sector is highly
dynamic and it represents a strongly growing market for the upcoming years, especially against the
background of ecologically friendly logistics (e.g., via green transport corridors) and the combination
of delivery robots and artificial intelligence [25,39,40]. Anyway, excessive enthusiasm falsifies the
perception of delivery robots when it comes to implementation of these technologies into existing
legal frameworks.

This paper intended to shed some light on two aspects where major challenges will arise in future
(and partly even today), being strict liability for accidents that are caused by delivery robots under
traffic law and considerable penalties in case of violations of GDPR requirements by delivery robots’
data collection and transmission mechanisms—risks an entrepreneur deciding in favour of making
use of delivery robots may not have taken into account so far.

Another, less legal aspect that may impede the future success of delivery robots as business
model is the question how much society—and municipal governments—will indeed welcome an
excessive use of pedestrian walkways by delivery robots. The related legal framework which evolves
around the sector of delivery robots represents a patchwork of different rules on national, regional and
municipality level, making it complicated to realize the competitive advantage of the business model
of the delivery robots for the last-mile.
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While it has to be conceded that all great novel technologies have so far faced an initial
hype together with massive initial protests before they were broadly accepted later, an interested
entrepreneur has to be aware that some perseverance may be required once this business model is
chosen, i.e., that legal restrictions in close future could rather hinder than facilitate the use of delivery
robots. The research gives an empirically validated insight in the current developments in the sector of
delivery robots, but by taking into account the high dynamic and innovative character of the whole
sector, the picture can only give an actual snapshot of the evolution of delivery robots.
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